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Abstract
This Thesis includes theoretical and experimental studies on the distributed fiber-optic

sensor based on Brillouin loss. A numerical method (introduced by Chu et al.[1]) to solve

the 3 coupled wave equations for Brillouin scattering in the transient regime is adopted to

simulate our sensing system (based on two 1310 nm Nd:YAG lasers). Sub-peaks in the Brillouin

spectra are found to be caused by: 1) off-resonance oscillation (at frequency |ν − νB|), i.e. the

temporal damping oscillation of the cw pump intensity when the beat frequency ν of the

cw pump and pulsed probe beams does not match the local Brillouin frequency νB; and 2)

convolution of the gain profile and the Fourier spectrum of the pulsed probe. Features of the

sub-peaks are discussed. Such effects can be eliminated by subtracting the reference Brillouin

spectrum (obtained for loose fiber and reference temperature) from the one including variable

strain/temperature information.

A new model of the pulsed probe field, which is the output optical field of the electro-

optic modulator (EOM), is introduced. This model includes a time-dependent phase for the

pulsed probe field and a combination of phase modulation (PM) and amplitude modulation

(AM) due to imperfectly balanced field amplitudes and a voltage induced phase in the two

modulation arms of the EOM. With this model, the calculated Brillouin spectra match well with

the experimental spectra. This provides theoretical support for centimeter spatial resolution,

narrow spectrum bandwidth (˜50MHz) and high SNR (˜37dB) of our 1310nm sensor system.

Two other effects of the combination of PM and AM are also predicted: the asymmetric

Brillouin spectrum and main Brillouin frequency shift.
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Chapter 1

Introduction

Over the past decades, fiber optic sensors have been developed and widely applied to health

monitoring in various civil structures like pipe lines, bridges and nuclear reactors. These sensors

are mainly based on the following fiber optic effects: fiber Bragg grating[4, 5, 6, 7], Stimulated

Raman Scattering (SRS)[8] and Stimulated Brillouin Scattering (SBS)[9, 10, 11, 12]. Although

Bragg grating based sensors have very high strain and temperature resolution (< 1µε[13] and

0.4 oC[14] respectively) they are in practice not distributed. Sensors based on SRS employ a

technique called optical time-domain reflectometry (OTDR)[15]. Among those sensors based

on Brillouin scattering, some use only one laser source[12, 16] while others utilize a technique

called Brillouin optical-fiber time domain analysis (BOTDA) in which two counter-propagating

lasers, one pulsed and one cw laser, are used to amplify the Brillouin gain/loss effects of the

cw pump beam inside the fiber. The former type is limited in applications due to its non-

distributed nature and lack of long-range sensing capability. The latter type, based on BOTDA,

which originated from a common distributed sensing technique named optical time-domain

reflectometry (OTDR)[15], was first introduced by Horiguchi et al.[9] and then extensively

improved by Kurashima et al.[10, 17], and Bao et al.[11, 18, 19].

SBS is a 3rd order inelastic nonlinear effect in the optical fields exchange part of their energy

with the dielectrics. In a simple quantum picture, the annihilation of a photon of the injected

field (normally called the pump) generates a photon at the downshifted Stokes frequency and

a phonon with the proper energy and momentum to conserve the total energy and momentum.
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On the other hand, a so-called anti-Stokes photon at higher energy can be created as well upon

the absorption of a phonon with proper energy and momentum. In a classical picture, SBS

is a parametric process between the pump and Stokes through an acoustic wave induced by

electrostriction due to the existence of electrical fields. The acoustic wave results in a periodic

modulation of the refractive index of the dielectric. This refractive index grating scatters

the pump wave through Bragg diffraction Since the index varies with time and position, the

scattered light experiences a Doppler frequency shift with a magnitude of the acoustic frequency.

According to the conservation of total energy and momentum, the Stokes/anti-Stokes wave is

found to be back scattered from the incident light wave. The difference between the frequencies

of the incident light and the scattered light is called the Brillouin frequency νB, which is found

to be linear with the temperature and strain over a wide range along optical fibers. This

linearity qualifies the Brillouin scattering to be a powerful distributed fiber sensing technique

for strain/temperature measurements.

This thesis focuses on contributions to an ongoing research project on distributed Brillouin

based fiber sensing at the University of Ottawa. The project was started by Bao et al. at the

University of New Brunswick and then continued at the University of Ottawa, is to study, apply

and improve a distributed fiber-optic Brillouin sensor based on two 1310 nm Nd: YAG lasers

(1310-sensor). The 1310-sensor has been applied to various field tests. With this sensor, the

highest spatial resolution (order of centimeter) in the world for distributed strain/temperature

sensing has been achieved[20].

This thesis includes a theoretical study of distributed fiber Brillouin sensing. Due to the

non-uniform strain/temperature distributed along fibers under test, multi-peak Brillouin spec-

tra can be observed. These multi-peak Brillouin spectra contain the real strain/temperature

distribution along sensing fibers. However, in the experimental results from the 1310-sensor, a

type of peaks, namely sub-peaks, appear in the Brillouin spectra[2] even when sensing fibers

are under uniform strain/temperature. Therefore, it is quite practical and important, espe-

cially in distributed fiber sensing, to clarify the origins of those sub-peaks so that they can

be distinguished from those peaks caused by nonuniform strain or temperature distribution.

This thesis presents two origins of the sub-peaks: one is the Fourier spectrum of the pulse;

the other is temporal off-resonance oscillation, which is a phenomenon newly predicted by us,
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denoting the periodic damping oscillation of the cw pump intensity in the time domain when

the beat frequency ν of the two counter-propagating laser beams does not match the Brillouin

frequency νB of the sensing fiber, i.e. off-resonance. This off-resonance oscillation, with a fre-

quency identical to |ν − νB|, is the dominating reason for generation of the sub-peaks. Since

pulse widths normally used for the sensor are around 1.5 ns, the sub-peaks due to the Fourier

spectrum of the pulse are far from the central Brillouin peak so that they are not recognizable

in experimental frequency windows. However, the two origins compete with each other, so that

when using wider pulses (> 3 ns), effecting due to the Fourier spectrum become more dominant

than the off-resonance oscillation. Features of the sub-peaks are described in this thesis.

The centimeter spatial resolution with Brillouin spectrum linewidths (˜50MHz) and high

SNR (˜37dB) achieved by our research group[20, 21] is much better than those (1 meter,

hundreds of MHz linewidth) claimed by others[22, 23]. Nevertheless, little theoretical work

has been done on the Brillouin loss/gain spectrum shape and line width at the centimeter

spatial resolution and no prediction exists for the minimum detectable strain/temperature

length. In this context, we have derived a general model of the output field of the electro-optic

modulator (EOM), which introduces the phase modulation (PM) to account for the power

and phase imbalance between two arms of the EOM. Using this new model, we have obtained

simulation results matching our experiments. The power ratio between the two arms of the

interferometer is 1 for the ideal amplitude modulation (AM). However such a ratio is in practice

between 0.95-0.98 due to power imbalance. As a result, we have combined AM and PM. Due

to this feature, the Brillouin loss spectrum has a Lorentzian dominated shape, and is not

significantly changed between the Gaussian and super Gaussian pulses. The broad background

is suppressed for increased sensing lengths. This feature is important in detecting multiple

Brillouin peaks with low power density due to the short stress/temperature length (<spatial

resolution). Therefore, the minimum detectable stress/temperature length can be reduced to

1/3 of the spatial resolution, i.e. 3cm strain length for 1ns pulse widths. In addition, two

other effects of the optical phase are described; the asymmetric Brillouin spectra and resonance

frequency shift due to the residual phase caused by power and phase imbalance between the

two modulation arms of the EOM.

Chapter 2 introduces the principles of SBS and fiber sensing based on Brillouin gain/loss,
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and presents theoretical models of distributed Brillouin fiber-optic sensors. Chapter 3 not only

illustrates the working principles of the 1310-sensor and several optical components critical to

the sensing system but also derives the new model of the output field of the EOM. Chapter

4 describes numerical solutions of the 3-wave coupling model of SBS and discusses key points

of the simulation based on these numerical solutions. Chapter 5 discusses the origins of the

sub-peaks in Brillouin spectra from the distributed Brillouin sensors and fully characterizes

them. Chapter 6 focuses on the impact of the optical phase on the Brillouin spectra. Chapter

7 concludes all the work we have done and presents some possible future directions.
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Chapter 2

Principles of Stimulated Brillouin

Scattering

Stimulated Brillouin Scattering, as a nonlinear effect in optical fibers, has been widely studied

since 1964 when it was first observed. Although it is harmful to communication systems based

on optical fibers, it was found to be a very successful mechanism on which to base a kind of

fiber-optic sensor for health monitoring[9, 24, 25] and as such it has been intensively developed

in the past decade[9, 10, 11, 18, 19, 20, 22, 23, 26]. The distributed fiber-optic sensor we are

currently using is based on Brillouin loss and was developed by Bao et al.[11]. In this chapter,

we introduce SBS by starting with a brief review of nonlinear optical effects. This is followed

by a sketch of the working principles of our sensing system. Next we give a description of

the related mathematical models. Finally, an explanation of Brillouin Optical Time Domain

Analysis (BOTDA) and a description of the related mathematical models are given.

2.1 Inelastic nonlinear process

As is well known, the two inelastic scattering processes, SBS and Stimulated Raman Scattering

(SRS), are important nonlinear effects in optical fibers. They are inelastic in that the optical

fields exchange part of their energy with the dielectrics. Nonlinear effects in dielectrics such as

optical fibers, originate from the anharmonic oscillation of bound electrons under the influence

5



of high intensity electromagnetic fields. As a consequence, the electric polarization vector P of

the electric dipoles is nonlinearly related to the electric field E as described by[27]

P = 0

³
χ(1) · E + χ(2) · EE + χ(3) · EEE + · · ·

´
, (2.1)

where 0 is the vacuum permittivity and χ(j) is a tensor of (j + 1)th order representing the

jth order electric susceptibility. The linear susceptibility χ(1) is the main contribution to P .

Silica fibers have an inversion symmetry of molecular structure, so normally the second order

nonlinear effect is zero. Hence, the lowest order nonlinear effects in silica fibers are represented

by χ(3) and in more detail are actually caused by the imaginary part of χ(3), since it is associated

with nonlinear gain/loss[28, 29]. Therefore, SBS and SRS are both 3rd order nonlinear effects

related to the excited vibrational states of the silica. A simple quantum mechanical picture is

suitable for both effects; the annihilation of a photon of the injected field (normally called the

pump) generates a photon with the downshifted Stokes frequency and a phonon with proper

energy and momentum to satisfy the total energy and momentum conservation. On the other

hand, a so-called anti-Stokes photon at higher energy can be created as well upon the absorption

of a phonon with proper energy and momentum. The fundamental distinction between these

two effects is that SRS involves optical phonons, whereas SBS involves acoustic phonons. This

leads to more detailed differences: SRS in optical fibers can produce both forward and backward

Stokes waves but SBS produces only the backward one; the Stokes frequency shift in SBS

(around 12 GHz) is lower than that in SRS (about 13 THz).

2.2 Stimulated Brillouin Scattering

SBS can be equivalently viewed classically as a parametric process between the pump and Stokes

fields. Through electrostriction, the pump wave induces an acoustic wave[30] inside the fiber

which results in a periodic modulation of the refractive index of the dielectric. This refractive

index grating scatters the pump wave through Bragg diffraction. The index varies with time

and position and the scattered light experiences a Doppler frequency shift with a magnitude

of the acoustic frequency. The total energy and momentum during the whole process must be
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conserved, so in a general case, applicable to both Stokes and anti-Stokes interaction, we have

Ep = ES ±Ea, pp = pS ± pa, (2.2)

where the subscripts p, S and a represent the pump, Stokes/anti-Stokes and acoustic waves

respectively; the plus and minus signs are used respectively in Stokes and anti-Stokes processes.

Knowing that E = ~ω and p = ~k where ω and k denote the angular frequency and wave vectors

respectively, Eq. (2.2) can be simply written as

ωp = ωS ± ωa, kp = kS ± ka. (2.3)

Moving kS in Eq. (2.3) to the left hand side and taking the inner product of both sides of the

equation yields

k2p + k2S − 2kpkS cos θp,S = k2a

⇒ k2p + k2S − 2kpkS + 4kpkS sin2
θp,S
2

= k2a (2.4)

where θp,S denotes the angle between kp and kS. The relation among wave velocity, angular

frequency and wave vector is ω = vk for acoustic phonons, which characterizes the proportion-

ality between the angular frequency and wave number. Since ωa ¿ ωp, ωS, we can take the

approximation of kp ≈ kS so that together with ωa = vaka where va is the sound velocity, Eq.

(2.4) becomes

4kpkS sin
2 θp,S
2

= k2a

⇒ 4k2pv
2
a sin

2 θp,S
2

= ω2a

⇒ 2nva
λp

sin
θp,S
2

= νa (2.5)

where the common relation ωP
c
= 2π

λp
(λp is the wavelength of the pump), ωa = 2πνa (νa is the

sound frequency) and the light velocity in fiber c
n
are applied to get the last step in the above

equation. Eq. (2.5) tells us that the maximum frequency shift (i.e. νa) happens where θp,S = π,
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which means that the scattered light is in the opposite direction to the injected pump. The

maximum frequency shift, which is named the Brillouin frequency νB after L. Brillouin, is then

naturally defined as

νB =
2nva
λp

. (2.6)

Fibers with different dopants in their cores have different Brillouin frequencies. A typical value

of νB is about 12800 MHz for a silica fiber at room temperature, λp = 1310 nm, n = 1.4675

and va = 5750 m/s[31, 32]. This Brillouin frequency was found to be linear with strain[9] and

temperature[17] over a wide range, as specified in the following equations[23]:

νB (ε) = νB (0) + Cεε

νB (T ) = νB (Tr) + CT (T − Tr) , (2.7a)

where ε, T and Tr denote the longitudinal strain along the fiber, temperature and reference

temperature respectively. Cε, CT are two coefficients depending on the medium properties. Al-

though the strain coefficient does not change significantly with strain[24] and the temperature

coefficient is also believed not to change significantly with temperature[23], the determination

of these two coefficients through appropriate laboratory temperature and strain calibrations is

suggested. This linearity appears naturally as a powerful sensing mechanism for strain and tem-

perature detection[9, 33]. By measuring the Brillouin frequency shift ∆νB, the corresponding

strain/temperature change can be obtained through Eqs. (2.7).

The threshold pump power for SBS is found by Smith[34] to be:

Pth =
21Aeff

gBLeff

µ
1 +

∆νfwhm
(∆νB)fwhm

¶
,

where Aeff and Leff (=
¡
1 + e−αL

¢
/α for cw beam and = cτp/2n for pulse), in which α is the

fiber loss and L is the fiber length, are respectively the effective core area and effective length;

gB is the peak gain coefficient; ∆νfwhm is the laser bandwidth and (∆νB)fwhm is the Brillouin

gain bandwidth. Since normally ∆νfwhm ¿ (∆νB)fwhm, ∆νfwhm/ (∆νB)fwhm can be neglected
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so that the above equation becomes Pth ≈ 21Aeff/gBLeff [35]. When the incident intensity is

lower than the SBS threshold power, spontaneous Brillouin scattering, which results from the

scattering of the incident light by lattice thermal vibrations, can also happen.

2.3 Brillouin Optical Time Domain Analysis (BOTDA)

based on Brillouin loss amplification

From the last section, we know that SBS appears to be a possible fiber sensing technique.

Nevertheless, such a fiber sensor, based on SBS, is undesirable for long range since when

SBS happens (provided that the incident power is above the SBS threshold), almost 100% of

the incident light beam is scattered into the backward Stokes beam over a short interaction

length so that the SBS effect cannot continue over a long distances. Therefore, the power of

the incident laser must be lower than the SBS threshold[34]. But then, how could a sensor

utilizing the Brillouin process be realized? Fortunately, a technique (namely Brillouin loss

amplification)[36] which can amplify the Brillouin effect in optical fibers is achieved by using

two counter-propagating laser beams with powers below the SBS threshold. Consider two laser

beams at frequencies with a slight difference (˜12 GHz), namely νp and νs, counter-propagating

in an optical fiber. Due to the electrostriction they will generate a mechanical wave effect

with a beat frequency |νp − νs| denoting the slow modulation of the optical amplitudes. This

composite electromagnetic field varying at frequency |νp − νs| induces an acoustic field at the

same frequency through the effect of electrostriction. If we view this beat laser field as a kind

of driving force for the acoustic field, then it follows that when |νp − νs| = νB, which is the

Brillouin frequency of the fiber, this interaction is at the so-called resonant state, in which

energy loss from the pump is at a maximum. Because it is the acoustic phonon which is

involved in the whole process, the loss in the pump beam intensity is called Brillouin loss. This

Brillouin loss is enhanced by the existence of the probe beam via their beat amplitude. Based

on this procedure, a technique for distributed sensing called Brillouin Optical Time Domain

Analysis (BOTDA) was developed by Horiguchi et al.[9]. A laser is placed on each end of

the sensing fiber. One emits a pulsed light (call it a probe or Stokes light at frequency νs)
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launching at z = 0 while the other emits a cw light (call it pump light at frequency νp > νs)

incident at the opposite end z = L. The probe and pump counter-propagate inside the sensing

fiber and interact through Brillouin loss amplification, which results in an amplification of the

pulse but a depletion in the cw pump wave. The depleted cw pump is detected at z = 0. The

cw light, which is depleted at some spatial position z due to the interaction with the pulse,

arrives at z = 0 at time t = 2z/vg where t = 0 is identified when the pulse is injected. vg is

the group velocity of light in the fiber. Therefore, the depleted cw pump carries distributed

interaction information along the whole fiber length L over a time period 2L/vg. The spatial

resolution immediately follows as δz = τpvg/2 where τp is the pulse width. If the beat frequency

ν = νp − νs of the two lasers is scanned within some range of frequencies, one can obtain the

so-called Brillouin spectrum at some time t. This Brillouin spectrum contains interaction

information at z = tvg/2. Since when ν = νB (z), which is the Brillouin frequency at position

z, the interaction is at resonance which means a maximum depletion in the cw pump intensity,

a peak, hereafter called the Brillouin peak, appears in the corresponding Brillouin spectrum.

By measuring the shift of this peak, ∆νB, which is actually the Brillouin frequency shift from

the value of νB at a reference temperature or zero strain, one can determine the temperature

or strain change at this position of the fiber according to the linear relations in Eqs. (2.7).

Our current sensor developed by Bao et al. is based on BOTDA but with many practical

concerns and new developments. This sensor will be described in Section 3.1.

2.4 Theoretical model of Brillouin based fiber sensing

In Brillouin-based fiber sensor, two counter-propagating photon fields are coupled with an

induced acoustic phonon field. An understanding of the time-dependent evolution of these

three fields is very important for a better understanding of the sensing process. By starting with

Maxwell’s equations and by considering the material density variation due to the applied electric

fields, a theoretical model of the effect has been obtained[37, 38]. This model is established in

the case of resonance, as mentioned in the last section. A model considering a varying beat

frequency of the pump and Stokes waves was introduced by Chow et al.[39] and then discussed

by Lecoeuche et al.[40] and Rae et al.[41]. The most general model which also includes GVD
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(group velocity dispersion), SPM (self phase modulation) and XPM (cross phase modulation)

is summarized in Nonlinear Fiber Optics by Agrawal[27].

2.4.1 3-Wave equations

Since the pulse width of the pulsed Stokes wave is of the order of a nanosecond, and the spectral

width is correspondingly small, GVD effects are negligible. In addition, SPM and XPM can

also be neglected because the peak power of the pulsed Stokes wave is relatively low[27] (˜50

mW for our sensor). With these assumptions, a practical model of SBS can be summarized by

the following 3-wave coupled PDE’s:

µ
∂

∂z
− n

c

∂

∂t

¶
Ep = ig1QEs +

1

2
αEp (2.8a)µ

∂

∂z
+

n

c

∂

∂t

¶
Es = −ig1Q∗Ep −

1

2
αEs (2.8b)µ

∂

∂t
+ Γ

¶
Q = −ig2EpE

∗
s (2.8c)

where Ep, Es and Q denote the fields of the cw pump, pulsed Stokes and sound respectively,

g1 and g2 are the photon-phonon coupling coefficients[38, 42] and α is the attenuation factor of

the fiber. By letting ig1Q = Q̄, then −ig1Q∗ = Q̄∗, multiplying both sides of Eq. (2.8c) by ig1

and recognizing that n
c
= 1

vg
, we get a more compact form:

µ
∂

∂z
− 1

vg

∂

∂t
− 1
2
α

¶
Ep = Q̄Es (2.9a)µ

∂

∂z
+
1

vg

∂

∂t
+
1

2
α

¶
Es = Q̄∗Ep (2.9b)µ

∂

∂t
+ Γ

¶
Q̄ =

1

2
Γ1gBEpE

∗
s , (2.9c)

where gB =
2g1g2
Γ1

is the Brillouin gain factor. Here Γ = Γ1+iΓ2 with Γ1 =
1
2τ
which is the

damping rate with the phonon life time τ ∼ 10 ns for silica fibres, Γ2 = 2π (ν − νB) = ω − ωB

which denotes the detuning frequency in which ν is the beat frequency being scanned. In our

sensor, the pulse width of the pulsed Stokes wave is normally less than the phonon lifetime,
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which defines the transient regime. Thus Eqs. (2.9) are very applicable to the case of fiber

sensing. They will be solved in Chapter 4 for the simulation of our distributed Brillouin sensor.

Closed form analytical solutions of Eqs. (2.9) do not exist.

2.4.2 Steady state equations

When considering the case of a steady state, where the intensities Ip and Is are time indepen-

dent, and assuming the cw pump and pulsed stokes waves are polarized in the same direction,

two coupled steady state equations can be obtained. In so doing, by discarding the ∂/∂t terms

in Eqs. (2.9), substituting for Q̄ from Eq. (2.9c) into Eqs. (2.9a and 2.9b), and after some

manipulation, one obtains the so-called steady-state equations

d

dz
Ip = gB (ν) IpIs + αIp (2.10a)

d

dz
Is = gB (ν) IpIs − αIs, (2.10b)

where gB (ν) =
Γ21

Γ21+Γ
2
2
gB which shows that the Brillouin spectrum has a Lorentzian profile.

These two equations have been solved analytically by Chen et al.[43]. If the attenuation is

neglected, Eqs. (2.10) become
d

dz
(Ip − Is) = 0

which ensures the constancy of Ip − Is.
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Chapter 3

Distributed fiber-optic Brillouin sensor

based on two 1310 nm Nd:YAG lasers

In this chapter we first introduce the working principles of the distributed fiber-optic Brillouin

sensor based on two 1310 nm Nd:YAG lasers, then we briefly discuss the mechanism of the

Electro-optic modulator (EOM) which modulates the probe laser beam into a pulsed optical

signal. We describe the modulation procedure and derive its output laser field and extinction

ratio in detail. Lastly, we will talk about the optical isolator and circulator, since they are

important in stabilizing the sensing system and data collecting.

3.1 Sensor setup and working principles

As shown in Fig. 3.1[2], the distributed Brillouin sensor currently employed in our lab, which

was developed by Bao et al, is based on two 1310 nm Nd:YAG lasers designated as ’probe’ and

’pump’. The pump and probe laser beams counter-propagate in the sensing system. Because

Brillouin scattering is a polarization-dependent effect, when using polarization maintaining

fibers the polarization state can be maintained for a long distance provided that the initial

polarization is oriented along the fast or slow axis of the fiber, when using single mode fibres,

the polarization states are random along the fiber (due to the random fluctuations of the fiber

birefringence caused by the fluctuations in the core shape and the nonuniform stress acting on
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Figure 3.1: System configuration of the distributed Brillouin sensor based on two 1310 nm
Nd:YAG lasers. (This figure was drawn by A. Brown in his thesis[2].)

the core[35, 44]) thereby averaging of the Brillouin effect over all polarization states is required.

Thus, a polarization controller is used to fix the initial polarization state of the cw pump in the

former case and to scramble the polarization states of the cw pump in the latter case. After

passing the polarization controller, the cw pump is split by a 13dB coupler into a 5% part

for monitoring the beat frequency of the two lasers and a 95% part for sensing. Not all of

the 95% of the cw pump enters the sensing fiber, but the amounts are controlled by a variable

attenuator, which ensures that the interaction occurs below the SBS threshold. The attenuated

cw pump finally passes an optical isolator which protects the stability of the pump laser by

blocking any counter-propagating light.

The probe laser beam is first modulated by an EOM into a pulsed Stokes wave. The EOM

emits a reference signal for monitoring the beat frequency of the two lasers and also sends the

pulsed beam into port A of a 3-port optical circulator. This pulsed laser beam exits from port

B of the circulator and is then split by a 20dB coupler into a 1% part for monitoring the pulse
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via a digitizer and a 99% part which enters the sensing fiber for interaction with the cw pump.

Propagating along the sensing fiber, the pulsed Stokes wave interacts with the cw pump via

the induced phonon field. Through this interaction, the cw pump passes part of its energy to

the pulsed Stokes beam. This depleted cw pump then enters port B of the circulator and exits

from port C. A photodetector converts the depleted cw pump signal, into an electric signal

which is then acquired by the digitizer passing the collected data into a computer for data

analysis based on BOTDA. The whole procedure is controlled by a computer program.

3.2 Electro-optic Modulator (EOM)

The EOM is a key component in our sensor. It modulates the input laser signal using a

pulsed electrical modulation signal to produce the output of a pulsed light signal which is

the pulsed Stokes beam (the probe beam). Over the past several decades, several types of

external optical intensity modulators have been developed. These include Lithium Niobate

(LiNbO3) modulators, semiconductor electroabsorption modulators (EAMs), semiconductor

Mach-Zehnder modulators (MZMs), and polymer modulators[45]. Most of the modern wide-

bandwidth modulators are based on two types of physical effect: one is the linear electro-optic

(EO) effect and the other is the electroabsorption (EA) effect, which is non-linear.

3.2.1 Working principles of our EOM

The EOM employed in our system is a balanced push-pull LiNbO3 MZM based on the linear

EO effect, which denotes the refractive index change in optical crystals due to an applied

electric field. Fig. 3.2 is a schematic drawing of this EOM. The input light is divided into

two equal parts by the 3dB coupler, which then passes into two arms made of LiNbO3. The

total applied voltage V , including bias voltage Vbias and modulation voltage Vm, modifies the

refractive indices in both of the two arms and hence modulates the optical phases of the light

beams traveling in the two arms so that there is a phase difference ∆Φ between them when they

enter the 3dB coupler on the output side. The coupler combines the two beams as the output.

When the two laser beams are in phase, i.e. ∆Φ = 0, their combination is coherent and produce
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a maximum optical intensity output. When they are out of phase, i.e. ∆Φ = π, a minimum

output intensity is reached. If ∆Φ = π is not reached, there will be a DC component in the

output. Therefore, a definition of extinction ratio naturally follows to describe the relative

magnitude of the DC component to the peak output intensity: Rx = 10 lg [(Iout)max / (Iout)min]

(dB). In reality, even when ∆Φ is adjusted to be π, there is still a DC component in the output,

since the optical amplitudes in the two arms cannot be ideally balanced. In the next section,

we derive the general form of extinction ratio taking both of these two factors into account.

Practically, even when no voltage is applied, there exists a small phase difference ∆Φ0 due to

an imperfect match of the two arm lengths. This is why a bias voltage Vbias is needed not only

to compensate this ∆Φ0 but also to choose the preferred initial phase difference.

The following equations relate the phase difference∆Φ, applied voltage V and some material

related parameters (from [45] with some modification):

∆Φ = ∆Φ0 + π
V

Vπ
= ∆Φ0 + π

Vbias
Vπ

+ π
Vm
Vπ
= ∆Φbias + π

Vm
Vπ

(3.1)

Vπ =
λ

n30rij
· d

γL
,

where n0 is the index of the active layer of the crystal at zero applied voltage, d is the spatial gap

between the electrodes across which the voltage is applied[45]. λ is the optical wavelength, rij

is the relevant EO coefficient of the material, γ is the optical confinement factor defined as the

portion of the optical mode that is confined in the active layer[46], L is the modulation length,

Vπ denotes the voltage required to produce a π phase difference, and ∆Φbias = ∆Φ0 + π Vbias
Vπ

is

the bias point of modulation prepared by the bias voltage. The choice of ∆Φbias needs some

discussion. Taking the cosinusoidal modulation curve as an example, when choosing∆Φbias = 0,

one normally obtains a reversed signal with a doubled frequency of the modulation signal if

allowing Vm to vary from negative to positive values. When choosing ∆Φbias = π, one obtains

an unreversed optical signal. One can also choose other quadrature points like π
2
and 3π

2
where

the transfer from modulation signal to output signal is almost linear. In any case, except for

special purposes one does not expect ∆Φbias + π Vm
Vπ
to exceed the turning points closest to

∆Φbias since otherwise a change in the output pulse shape from that of the modulation signal
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Figure 3.2: Structure of a balanced push-pull MZM

will happen.

3.2.2 Output laser field of our EOM

We now derive the output field of our EOM, since this is very important to the simulation of

the sensing mechanism. To generate the pulsed laser beam using the EOM, a pulsed microwave

modulation signal is employed to change the applied voltage on the EOM. Thus, the phase

difference between the optical waves in the two arms can be abstracted into a time dependent

function φ (t) containing the modulation information. For example, to produce an optical

mth-order super Gaussian pulse centered at t0 with a width of τp, φ (t) can be written as

φ (t) = φ0 + φmaxe
− ln 2 t−t0

τp/2

m

,

where φmax denotes the maximum possible phase difference produced by Vm; φ0 is actually

∆Φbias. Now consider the general case, in which the two arms are not perfectly balanced so

that the optical waves in them have amplitudes A1 and A2 respectively; and the induced phases

in the two arms are not perfectly opposite to each other. Then, for a MZM, the output optical

field can be written as

Eout =

√
2

2

£
A1e

i[ωt+ηφ(t)] +A2e
i[ωt−(1−η)φ(t)]¤ , (3.2)
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where ω is the optical frequency and the
√
2
2
comes from the 3dB coupler at the exit of the

EOM. It is more convenient to use the ratio, A2/A1, since
p
A21 +A22 = Iin. η (∈ [0, 1]) denotes

the ratio of the voltage induced phase in the upper arm to the total phase φ (t). Hence Eq.

(3.2) can be written as

Eout =

√
2

2

q
A21 +A22e

iωt

"
A1p

A21 +A22
eiηφ(t) +

A2p
A21 +A22

e−i(1−η)φ(t)

#
= Aout

£
cos θeiηφ(t) + sin θe−i(1−η)φ(t)

¤
, (3.3)

where Aout =
√
2
2

p
A21 +A22e

iωt =
q

Iin
2
eiωt and θ = arctan A2

A1
∈
£
0, π

2

¤
. When θ = π

4
and

η = 0.5, Eq. (3.3) represents the output field of a balanced push-pull MZM, while it reduces

to the output field of a single arm modulated MZM when η = 0 or 1. The output intensity is

Iout = |Eout|2

= A2out
¯̄
cos θeiφ(t)/2 + sin θe−iφ(t)/2

¯̄2
= A2out [1 + sin 2θcosφ (t)] . (3.4)

This equation is the transfer function for the Mach-Zehnder EOM. Therefore, the general form

of extinction ratio is defined by:

Rx = 10 lg
(Iout)max
(Iout)min

= 10 lg
1 + sin 2θ cos (φ0 + φmax)

1 + sin 2θ cosφ0
. (3.5)

As indicated by the specifications of our EOM, the bias point is adjustable between π and 3π
2
(or

equivalently the counterpart region in the next period of the cosinusoidal transfer curve), the

modulation voltage Vm is required to vary in a region such that the phase difference induced

by this voltage will never exceed π
2
, since we do not want a substantial deformation of the

output optical pulse. This is illustrated in Fig. 3.3. Therefore, one can assume φ0 = π +∆φ

with ∆φ ∈ [0, π/2] and φmax =
π
2
without any loss of generality. The extinction ratio is now
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Figure 3.3: Transfer function and modulation range of the push-pull MZM used in our sensor.

determined only by ∆φ when θ is fixed.

Rx = 10 lg
1 + sin 2θ cos

¡
π + π

2
+∆φ

¢
1 + sin 2θ cos (π +∆φ)

= 10 lg
1 + sin 2θ sin∆φ

1− sin 2θ cos∆φ
. (3.6)

3.3 Optical Isolator

During transmission, a beam of light is passing through many different optical interfaces which

reflect the light. This backward reflected beam will go back to the light source through their

original paths. When the intensity of the backward light is accumulated beyond a certain

amount, many optical components, especially the light source, become unstable and generate

problems such as frequency shifts and amplitude variation. No doubt this feedback beam must

be suppressed. Optical isolators are the components widely used to isolate the backward light.
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The optical isolator used in our sensor blocks not only the reflected cw pump beams but also

the pulsed Stokes beam incident at the other end of fiber from impacting the stability of the

sensing system. There are mainly two types of optical isolator, one is polarization-dependent

while the other one is polarization-independent. The central part of both of the two types is

a Faraday rotator[47] (a magnetic garnet crystal having a large Faraday effect[48]). However,

the working principles of the first kind is simpler than that of the second. So we are going to

introduce the first kind then the second kind.

3.3.1 Polarization-dependent optical isolator

This type of isolator is normally composed of a polarizer and an analyzer with a Faraday rotator

between them. As shown in Fig. 3.4, the polarizer and analyzer have a 45◦ difference in the

direction of their light transmission axes. The Faraday rotator rotates the polarization of the

light passing through it by 45◦. As shown in Fig. 3.4(a), the forward light, after transmission

through the polarizer, is turned into linearly polarized beam in the same direction as the that

of the light transmission axis of the polarizer. This linearly polarized light is rotated by the

Faraday rotator 45◦ so that its polarization is now in the same direction as that of the light

transmission axis of the analyzer. Thus, this light will completely pass the analyzer without

any loss. On the other hand, as shown in Fig. 3.4(b), backward beam passing the analyzer

becomes linearly polarized with an angle of 45◦ between the transmission axis of the polarizer.

However, the Faraday rotator, by its non-reciprocality[47], only rotates the polarization of

light in the same direction as it does to the forward light, regardless of whether the light is

forward or backward. Thus, after the Faraday rotator, the polarization of the backward light is

totally perpendicular to the transmission axis of the polarizer. As a consequence, the backward

light is completely blocked by the polarizer. Therefore, light beams can only go through the

isolator in the defined forward direction. Reflected light beams and any other light incident

from downstream optical fiber are not allowed to transmit.

Nevertheless, this type of isolator has a major drawback; when the incident light is not

polarized in the direction of the transmission axis of the polarizer, it suffers a loss described by
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Figure 3.4: Structure and working principles of a polarization-dependent optical isolator. (a)
shows how the isolator transmits forward light. (b) illustrates how the isolator blocks backward
light. This figure is redrawn and modified from the figure by Hikariai[3].

Malus’s law (after E. L. Malus):

I1 = I0 cos
2 α,

where I0, I1 and α denote respectively the incident intensity, transmitted intensity and the

angle between the polarization of the incident light and the transmission axis of the polarizer.

In our sensor setup, in order to average the effects of polarization, a polarization scrambler is

used to scan all polarization states of the cw pump beam. Consequently, we demand that the

isolator be polarization-independent so that the cw pump does not have an unpredicted loss

after passing through the isolator. This leads to the polarization-independent optical isolator

introduced in the following.

3.3.2 Polarization-independent optical isolator

The configuration of a polarization-independent optical isolator is depicted in Fig. 3.5 where

the Faraday rotator is still the key in the middle but the polarizer and analyzer are replaced by

two specialized birefringent plates and a convergent lens is placed at both ends of the isolator
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Figure 3.5: Structure and working principles of a polarization-independent optical isolator. (a)
shows how the isolator transmits forward light. (b) illustrates how the isolator blocks backward
light. This figure is redrawn and modified from the figure by Hikariai[3].

for coupling with optical fibers. As shown in Fig. 3.5(a), a forward incident light undergoes the

following: (1) it is separated into ordinary (o) and extraordinary (e) rays by the first birefringent

plate; (2) polarization planes of both of the two rays are rotated 45◦ by the Faraday rotator;

(3) the second birefringent plate, which has an optic axis maintaining the relation between the

incident ordinary and extraordinary rays, refracts the two rays so that they become parallel

when exiting from this birefringent plate; (4) these two parallel beams are then converged into

the downstream optical fiber by the lens at the end of the isolator. While in Fig. 3.5(b),

a backward light incident from the downstream fiber on the same isolator is blocked in the

following way: (a) it is also separated into an o-ray and an e-ray by the second birefringent

plate; (b) again by the non-reciprocity of the Faraday rotator, the two rays are rotated 45◦ in

the same direction indicated in the figure so that their relation is completely reversed; (c) these

two reversely-related rays will not become parallel after exiting from the first birefringent plate

and neither converge into a single beam as a result. Rutile single crystals (TiO2) are mostly

used as birefringent plates due to their superior extinction ratios and wide differences between

the refraction indexes of the o-ray and e-ray[3]. Non-spherical lenses with a focal length of

several millimeters are employed to link the isolator with optical fibers[3].
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Figure 3.6: (a) sketches the function of a 3-port optical circulator. (b) illustrates the working
principle of a 3-port optical circulator

3.4 Optical Circulator

In our sensor configuration, the pulsed Stokes beam is injected into the sensing fiber at the

same position where the depleted counter-propagating cw pump beam is detected, so a kind

of optical component is needed to guide the cw pump beam into the detector without any

impact on the pulsed Stokes beam. That is, the cw pump beam must be kept from entering the

portion of fiber in which the pulsed Stokes is transmitting before going into the sensing fiber.

Otherwise the EOM and laser source will be severely impacted by this counter-propagating

cw pump beam. 3-port optical circulators meet our demand. The function of a 3-port optical

circulator is sketched in Fig. 3.6(a) where the light incident in port 1 can only exit the circulator

from port 2 while the light incident in port 2 exits only from port 3; all other directions are

blocked.

Fig. 3.6(b) illustrates the working principles of a 3-port optical circulator. A polarization

beam splitter/combiner is placed on both ends of the circulator while a polarization beam
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displacer is located in the middle. Between each beam splitter/combiner and the beam displacer

there is a combination of a wave plate and a Faraday rotator. the light incident through port

1 undergoes the following: (1) when passing through the left polarization splitter/combiner on

the left, it is separated into two perpendicularly polarized rays, one vertically polarized ray

1 (represented by a vertical double arrow) and one horizontally polarized ray 2 (represented

by a black dot); (2)when passing through the left wave plate and Faraday rotator designed so

that ray 1 is rotated by 90◦ and ray 2 is not rotated, both of the two rays become horizontally

polarized; (3) the two rays are still horizontally polarized after exiting from the beam displacer

with an optic axis so that horizontally polarized light is not displaced; (4) the right combination

of wave plate and Faraday rotator rotates ray 2 by 90◦ so that it becomes vertically polarized;

(5) the splitter/combiner on the right thereby combines ray 1 and ray 2 into a single light beam

which exits the circulator from port 2. On the other hand, the light incident through port 2 is

split again into two rays (ray 3 and ray 4) with orthogonal polarizations. Both are vertically

polarized after the first wave plate and rotator on the right side since the polarization of ray 3 is

rotated by 90◦. As a consequence, they are displaced (actually refracted) by the displacer. The

wave plate and rotator on the left side turns ray 4 into a horizontally polarized beam. Therefore

the left splitter/combiner combines them back into a single light beam exiting through port 3.
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Chapter 4

Sensor simulation based on the 3-wave

transient model

As mentioned in Chapter 1, phenomena such as the sub-peaks in Brillouin spectra and the high

spatial resolution with narrow spectral bandwidth and high SNR obtained from experiments on

the 1310-sensor have not been explained theoretically. A theoretical study is highly desirable

to solve these problems. The simulation of the distributed Brillouin sensing system is the best

way to achieve this goal and may bring out significant predictions for future applications. This

chapter aims at providing the numerical solutions of the 3-wave transient model described by

Eqs. (2.9) and discusses key points of the simulation based on these numerical solutions.

4.1 Numerical solution of the model

Eqs. (2.9) can be solved by applying a numerical method introduced by Chu et al.[1]. Since

Eq. (2.9c) is a first order non-homogeneous linear equation, the general solution is simply

Q̄ (z, t) =
1

2
Γ1gBe

−Γt
Z t

0

Ep (z, t
0)E∗s (z, t

0) eΓt
0
dt0

=
1

2
Γ1gB

Z t

0

EpE
∗
se
−Γ(t−t0)dt0 + Q̄0(z, t). (4.1)
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Q̄0(z, t) is the initial white noise of the phonon field. Substituting Eq. (4.1) into (2.9a) and

(2.9b) yields

µ
∂

∂z
− 1

vg

∂

∂t
− 1
2
α

¶
Ep =

1

2
Γ1gBEs

Z t

0

EpE
∗
se
−Γ(t−t0)dt0 + Q̄0Es (4.2a)µ

∂

∂z
+
1

vg

∂

∂t
+
1

2
α

¶
Es =

1

2
Γ1gBEp

Z t

0

E∗pEse
−Γ∗(t−t0)dt0 + Q̄∗0Ep. (4.2b)

Applying fully implicit finite differencing in time and backward differencing in space[49, 50] to

Eqs. (4.2), we find

Em+1
pn+1
−Em+1

pn

∆z
− a

Em+1
pn −Em

pn

∆t
− bEm+1

pn =
1

2
Γ1gBE

m+1
sn ×Z tm+1

0

EpE
∗
se
−Γ(tm+1−t0)dt0 + Q̄m+1

0n Em+1
sn

Em+1
sn+1
−Em+1

sn

∆z
+ a

Em+1
sn −Em

sn

∆t
+ bEm+1

sn =
1

2
Γ1gBE

m+1
pn ×Z tm+1

0

E∗pEse
−Γ∗(tm+1−t0)dt0 + Q̄

∗m+1
0n Em+1

pn ,

where a = 1
vg
, b = 1

2
α,

m = 0, 1, 2, · · ·M are time indices and tm = m∆t,

n = 0, 1, 2, · · ·N are space indices and zn = n∆z;

Em
pn and Em

sn are the pump and stokes fields at position zn and time tm respectively. That is,

Em+1
pn+1
−Em+1

pn − a∆z

∆t

¡
Em+1
pn −Em

pn

¢
− b∆zEm+1

pn −∆zQ̄m+1
0n Em+1

sn (4.3a)

=
∆z

2
Γ1gBE

m+1
sn

Z tm+1

0

EpE
∗
se
−Γ(tm+1−t0)dt0

Em+1
sn+1 −Em+1

sn +
a∆z

∆t

¡
Em+1
sn −Em

sn

¢
+ b∆zEm+1

sn −∆zQ̄
∗m+1
0n Em+1

pn (4.3b)

=
∆z

2
Γ1gBE

m+1
pn

Z tm+1

0

E∗pEse
−Γ∗(tm+1−t0)dt0
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The integrals on the RHS of Eqs. (4.3) can be evaluated by Simpson’s rule. For Eq. (4.3a),

Z tm+1

0

EpE
∗
se
−Γ(tm+1−t0)dt0

=
∆t

2
E0
pnE

∗0
sne

−Γ(m+1)∆t +∆tE1
pnE

∗1
sne

−Γm∆t + · · ·+∆tEm
pnE

∗m
sn e

−Γ∆t +
∆t

2
Em+1
pn E

∗m+1
sn

=
∆t

2

¡
E0
pnE

∗0
sne

−Γ(m+1)∆t + 2E1
pnE

∗1
sne

−Γm∆t + · · ·+ 2Em
pnE

∗m
sn e

−Γ∆t +Em+1
pn E

∗m+1
sn

¢
=

∆t

2

©©£¡
E0
pnE

∗0
sne

−Γ∆t + 2E1
pnE

∗1
sn

¢
e−Γ∆t + 2E2

pnE
∗2
sn

¤
e−Γ∆t + · · ·+ 2Em

pnE
∗m
sn

ª
e−Γ∆t

+Em+1
pn E

∗m+1
sn

ª
=

∆t

2

¡
φmn +Em+1

pn E
∗m+1
sn

¢
, (4.4)

where φmn is recursively defined as

φmn =

⎧⎨⎩
¡
φm−1n + 2Em

pnE
∗m
sn

¢
e−Γ∆t m ≥ 1

E0
pnE

∗0
sne

−Γ∆t m = 0
. (4.5)

For the integral of (4.3b), in a similar manner we find

Z tm+1

0

E∗pEse
−Γ∗(tm+1−t0)dt0 =

∆t

2

¡
ψm
n +E

∗m+1
pn Em+1

sn

¢
(4.6)

by defining

ψm
n =

⎧⎨⎩
¡
ψm−1
n + 2E

∗m
pn E

m
sn

¢
e−Γ

∗∆t m ≥ 1

E
∗0
pnE

0
sne

−Γ∗∆t m = 0
. (4.7)

Substituting Eqs. (4.4) and (4.6) into (4.3a & 4.3b ), we get

Em+1
pn+1 −Em+1

pn − a∆z

∆t

¡
Em+1
pn −Em

pn

¢
− b∆zEm+1

pn −∆zQ̄0E
m+1
sn

= χ
³
φmn E

m+1
sn +Em+1

pn

¯̄
Em+1
sn

¯̄2´
, (4.8a)

Em+1
sn+1 −Em+1

sn +
a∆z

∆t

¡
Em+1
sn −Em

sn

¢
+ b∆zEm+1

sn −∆zQ̄
∗m+1
0n Em+1

pn

= χ
³
ψm
n E

m+1
pn +

¯̄
Em+1
pn

¯̄2
Em+1
sn

´
, (4.8b)
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where χ = Γ1gB
4

∆z∆t. The above two equations are actually nonlinear because the coefficients

of Em+1
pn and Em+1

sn in their RHS are unknown. However, linearization can be accomplished by

replacing these unknowns by their values at the previous time slot m[1]. We then have

Em+1
pn+1
−Em+1

pn − a∆z

∆t

¡
Em+1
pn −Em

pn

¢
− b∆zEm+1

pn −∆zQ̄m+1
0n Em+1

sn (4.9a)

= χ
³
φmn E

m+1
sn +

¯̄
Em
sn

¯̄2
Em+1
pn

´
,

Em+1
sn+1
−Em+1

sn +
a∆z

∆t

¡
Em+1
sn −Em

sn

¢
+ b∆zEm+1

sn −∆zQ̄
∗m+1
0n Em+1

pn (4.9b)

= χ
³
ψm
n E

m+1
pn +

¯̄
Em
pn

¯̄2
Em+1
sn

´
.

Since we know that the pump wave is injected at z = L, while the Stokes wave is injected at

z = 0, Em+1
pN

and Em+1
s0 can be considered as their boundary conditions at time t = (m+ 1)∆t

respectively. Therefore, we can group the unknown values of Ep and Es in positions other than

z = L and z = 0 respectively together into vectors as

Em+1
p =

³
Em+1
p0

, Em+1
p1

, · · · , Em+1
pN−1

´T
and Em+1

s =
³
Em+1
s1

, Em+1
s2

, · · · , Em+1
sN

´T
.

(4.10)

Accordingly, we can write Eq. (4.9a) as a series from n = 0 to n = N − 1 as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Em+1
p1 −Em+1

p0 − a∆z
∆t

¡
Em+1
p0 − Em

p0

¢
− b∆zEm+1

p0 −∆zQ̄m+1
00 Em+1

s0

= χ
³
φm0 E

m+1
s0 +

¯̄
Em
s0

¯̄2
Em+1
p0

´
Em+1
p2
−Em+1

p1
− a∆z

∆t

¡
Em+1
p1
− Em

p1

¢
− b∆zEm+1

p1
−∆zQ̄m+1

01 Em+1
s1

= χ
³
φm1 E

m+1
s1

+
¯̄
Em
s1

¯̄2
Em+1
p1

´
...

Em+1
pN−1 −Em+1

pN−2 −
a∆z
∆t

³
Em+1
pN−2 −Em

pN−2

´
− b∆zEm+1

pN−2 −∆zQ̄m+1
0N−2E

m+1
sN−2

= χ

µ
φmN−2E

m+1
sN−2

+
¯̄̄
Em
sN−2

¯̄̄2
Em+1
pN−2

¶
Em+1
pN
−Em+1

pN−1
− a∆z

∆t

³
Em+1
pN−1
−Em

pN−1

´
− b∆zEm+1

pN−1
−∆zQ̄m+1

0N−1E
m+1
sN−1

= χ

µ
φmN−1E

m+1
sN−1 +

¯̄̄
Em
sN−1

¯̄̄2
Em+1
pN−1

¶

.
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After some manipulation, we have

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
³
1 + a∆z

∆t
+ b∆z + χ

¯̄
Em
s0

¯̄2´
Em+1
p0 +Em+1

p1 =
¡
χφm0 +∆zQ̄m+1

00

¢
Em+1
s0 − a∆z

∆t
Em
p0

−
³
1 + a∆z

∆t
+ b∆z + χ

¯̄
Em
s1

¯̄2´
Em+1
p1

+Em+1
p2
−
¡
χφm1 +∆zQ̄m+1

01

¢
Em+1
s1

= −a∆z
∆t

Em
p1

...

−
µ
1 + a∆z

∆t
+ b∆z + χ

¯̄̄
Em
sN−2

¯̄̄2¶
Em+1
pN−2 +Em+1

pN−1 −
³
χφmN−2 + Q̄m+1

0N−2

´
Em+1
sN−2 = −

a∆z
∆t

Em
pN−2

−
µ
1 + a∆z

∆t
+ b∆z + χ

¯̄̄
Em
sN−1

¯̄̄2¶
Em+1
pN−1
−
³
χφmN−1 +∆zQ̄m+1

0N−1

´
Em+1
sN−1

= −a∆z
∆t

Em
pN−1
−Em+1

pN

.

By defining hmn = −
³
1 + a∆z

∆t
+ b∆z + χ

¯̄
Em
sn

¯̄2´
, the matrix form of the above equations is:

−

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0¡
χφm1 +∆zQ̄m+1

01

¢ ¡
χφm2 +∆zQ̄m+1

02

¢
. . .

0
³
χφmN−1 +∆zQ̄m+1

0N−1

´
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Em+1
s1

Em+1
s2
...

Em+1
sN−1

Em+1
sN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

hm0 1 0

hm1 1
. . . . . .

hmN−2 1

0 hmN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Em+1
p0

Em+1
p1
...

Em+1
pN−2

Em+1
pN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

¡
χφm0 +∆zQ̄m+1

00

¢
Em+1
s0
− a∆z

∆t
Em
p0

−a∆z
∆t

Em
p1

...

−a∆z
∆t

Em
pN−2

−a∆z
∆t

Em
pN−1 −Em+1

pN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, i.e.,

−Φm×Em+1
s +Hm×Em+1

p = Vm
1 ,

where we set

Hm=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

hm0 1 0

hm1 1
. . . . . .

hmN−2 1

0 hmN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Φm=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0

νm1

νm2

· · · · · · · · ·

0 · · · νmN−1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, and
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Vm
1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

νm0 E
m+1
s0
− a∆z

∆t
Em
p0

−a∆z
∆t

Em
p1

...

−a∆z
∆t

Em
pN−2

−a∆z
∆t

Em
pN−1 −Em+1

pN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with νmn = χφmn +∆zQ̄m+1

0n . We can also write Eq. (4.9b) in a series from n = 0 to n = N − 1

as: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Em+1
s1
− Em+1

s0
+ a∆z

∆t

¡
Em+1
s0
−Em

s0

¢
+ b∆zEm+1

s0
−∆zQ̄

∗m+1
00

Em+1
p0

= χ
³
ψm
0 E

m+1
p0 +

¯̄
Em
p0

¯̄2
Em+1
s0

´
Em+1
s2
− Em+1

s1
+ a∆z

∆t

¡
Em+1
s1
−Em

s1

¢
+ b∆zEm+1

s1
−∆zQ̄

∗m+1
01

Em+1
p1

= χ
³
ψm
1 E

m+1
p1

+
¯̄
Em
p1

¯̄2
Em+1
s1

´
...

Em+1
sN−1 −Em+1

sN−2 +
a∆z
∆t

³
Em+1
sN−2 −Em

sN−2

´
+ b∆zEm+1

sN−2 −∆zQ̄
∗m+1
0N−2 E

m+1
pN−2

= χ

µ
ψm
N−2E

m+1
pN−2

+
¯̄̄
Em
pN−2

¯̄̄2
Em+1
sN−2

¶
Em+1
sN
− Em+1

sN−1
+ a∆z

∆t

³
Em+1
sN−1
−Em

sN−1

´
+ b∆zEm+1

sN−1
−∆zQ̄

∗m+1
0N−1 E

m+1
pN−1

= χ

µ
ψm
N−1E

m+1
pN−1 +

¯̄̄
Em
pN−1

¯̄̄2
Em+1
sN−1

¶

.

After some manipulation, we have

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
¡
χψm

0 +∆zQ̄
∗m+1
00

¢
Em+1
p0

+Em+1
s1

= a∆z
∆t

Em
s0
+
³
1− a∆z

∆t
− b∆z + χ

¯̄
Em
p0

¯̄2´
Em+1
s0

−
¡
χψm

1 +∆zQ̄
∗m+1
01

¢
Em+1
p1
−
³
1− a∆z

∆t
− b∆z + χ

¯̄
Em
p1

¯̄2´
Em+1
s1

+Em+1
s2

= a∆z
∆t

Em
s1

−
¡
χψm

2 +∆zQ̄
∗m+1
02

¢
Em+1
p2 −

³
1− a∆z

∆t
− b∆z + χ

¯̄
Em
p2

¯̄2´
Em+1
s2 +Em+1

s3 = a∆z
∆t

Em
s2

...

−
³
χψm

N−2 +∆zQ̄
∗m+1
0N−2

´
Em+1
pN−2
−
µ
1− a∆z

∆t
− b∆z + χ

¯̄̄
Em
pN−2

¯̄̄2¶
Em+1
sN−2

+Em+1
sN−1

= a∆z
∆t

Em
sN−2

−
³
χψm

N−1 +∆zQ̄
∗m+1
0N−1

´
Em+1
pN−1 −

µ
1− a∆z

∆t
− b∆z + χ

¯̄̄
Em
pN−1

¯̄̄2¶
Em+1
sN−1 +Em+1

sN
= a∆z

∆t
Em
sN−1

.

Then, by defining rmn = −
³
1− a∆z

∆t
− b∆z + χ

¯̄
Em
pn

¯̄2´
, we get the corresponding matrix form:
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−

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

¡
χψm

0 +∆zQ̄
∗m+1
00

¢
0¡

χψm
1 +∆zQ̄

∗m+1
01

¢
. . . ³

χψm
N−2 +∆zQ̄

∗m+1
0N−2

´
0

³
χψm

N−1 +∆zQ̄
∗m+1
0N−1

´

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

×

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Em+1
p0

Em+1
p1
...

Em+1
pN−2

Em+1
pN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0

rm1 1

rm2
. . .

. . . 1

0 rmN−1 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Em+1
s1

Em+1
s2
...

Em+1
sN−1

Em+1
sN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a∆z
∆t

Em
s0 − rm0 E

m+1
s0

a∆z
∆t

Em
s1

...

a∆z
∆t

Em
sN−2

a∆z
∆t

Em
sN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

That is,

−Ψm×Em+1
p +Rm×Em+1

s = Vm
2 ,

where we set

Rm=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0

rm1 1

rm2
. . .

. . . 1

0 rmN−1 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Ψm=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

µm0 0

µm1
. . .

µmN−2

0 µmN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with the definition of µmn = χψm

n +∆zQ̄
∗m+1
0n ;

Vm
2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a∆z
∆t

Em
s0 − rm0 E

m+1
s0

a∆z
∆t

Em
s1

...

a∆z
∆t

Em
sN−2

a∆z
∆t

Em
sN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Thus, in matrix form, Eqs (4.9) become⎧⎨⎩ −Φm×Em+1
s +H×Em+1

p = Vm
1

−Ψm×Em+1
p +Rm×Em+1

s = Vm
2

(4.11)

Matrix Ψm is already diagonal, which gives us a convenient way to solve the coupled equations

(4.11). Multiplying − (Ψm)−1 on the left to the second equations of Eq. (4.11) yields

Em+1
p = (Ψm)−1 ×Rm×Em+1

s − (Ψm)−1 ×Vm
2 (4.12)

Substitute this expression into the first equation of (4.11), we then have

£
Hm× (Ψm)−1 ×Rm−Φm

¤
×Em+1

s = Hm× (Ψm)−1 ×Vm
2 +V

m
1

⇓

Am ×Em+1
s = Vm

⇓

Em+1
s = (Am)−1 ×Vm, (4.13)

where we define Am =
£
Hm× (Ψm)−1 ×Rm−Φm

¤
and V = Hm× (Ψm)−1 ×Vm

2 +V
m
1 . With

all the related definitions, the matrix Am and vector Vm can be found as

Am=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

hm0
µm0
+

rm1
µm1

1
µm1

0 · · · 0

hm1 rm1
µm1
− νm1

hm1
µm1
+

rm2
µm2

1
µm2

...

· · · · · · · · ·
... · · · · · · · · · 0

hmN−2r
m
N−2

µmN−2
− νmN−2

hmN−2
µmN−2

+
rmN−1
µmN−1

1
µmN−1

0 · · · 0
hmN−1r

m
N−1

µmN−1
− νmN−1

hmN−1
µmN−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Vm =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

hm0
µm0

¡
a∆z
∆t

Em
s0
− rm0 E

m+1
s0

¢
+ a∆z

∆t

Em
s1

µm1
+ νm0 E

m+1
s0
− a∆z

∆t
Em
p0

a∆z
∆t

³
hm1 Em

s1

µm1
+

Em
s2

µm2
−Em

p1

´
a∆z
∆t

³
hm2 Em

s2

µm2
+

Em
s3

µm3
−Em

p2

´
...

a∆z
∆t

³
hmN−2E

m
sN−2

µmN−2
+

Em
sN−1
µmN−1

−Em
pN−2

´
a∆z
∆t

³
hmN−1E

m
sN−1

µmN−1
−Em

pN−1

´
− Em+1

pN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Therefore, the final solution becomes⎧⎨⎩ Em+1

s = (Am)−1 ×Vm

Em+1
p = (Ψm)−1 ×

£
Rm×Em+1

s −Vm
2

¤ (4.14)

All coefficient matrices and vectors have been calculated numerically using the values of Em
s

and Em
p from the previous time slot by program written in Fortran90.

4.2 Simulation

The simulation based on the previous calculations was programmed in Fortran90, which is

powerful and fast in mathematics. Since this implementation is closely related to the real sensing

system, some practical concerns should be taken into account. The simulation is programmed

in a flexible way so that it can be adapted to other situations with only simple modifications.

4.2.1 Initial and boundary conditions

To obtain Ep and Es along the whole sensing fiber at some time slot tm+1, the values of Ep and

Es at the previous time tm must be provided, leading to the initial conditions Ep (z, 0), Es (z, 0)

of Ep and Es. EpN and Es0 do not appear in Eq. (4.10) but actually exist as the boundary

conditions of the cw pump and pulsed Stokes beam respectively. The cw pump is injected

at z = L and is considered to exist all along the sensing fiber before pulsed Stokes beam is
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injected. Thus the initial condition of Ep along the fiber is simply defined by the attenuation as

Ep (z, 0) = EpL exp
£
−α
2
(L− z)

¤
where EpL is the incident cw pump intensity and the factor

1
2

exists because this is the attenuation of the field amplitude instead of the intensity. As explained

in Section 3.2.1, the pulsed Stokes wave output from the EOM has a DC component. In reality,

when the system is turned on, the EOM outputs an optical signal, i.e. a DC component is

already there before the pulse goes into the fiber. So a time delay t0 (setting of this parameter

is discussed in the next section) is required to describe the time difference between the center

of the pulse entering the fiber and the DC component starting to enter the fiber at t = 0.

Thus, the initial condition for the pulsed Stokes field is Es (z 6= 0, 0) = 0. Es (z = 0, 0) will be

defined by the corresponding boundary condition. The boundary condition of the cw pump is

as simple as Ep (L, t) = EpL. In the sensing system, although the EOM keeps generating pulses,

the repetition rate is set so that only one pulse of the Stokes beam is allowed in the sensing

fiber at any one time to avoid confusion from the interaction between the cw pump and other

pulses. So in the simulation, one can consider the EOM produces only one pulse, before and

after which all are DC components. Accordingly, the boundary condition of the pulsed Stokes

field can be given by Eq. 3.3. As an example, for an mth order super Gaussian pulse centered

at t0 created by the EOM with bias set to φ0 and maximum modulated phase difference φmax

(refer to Section 3.2.2), the boundary condition is

Es (0, t) =

r
Isin
2

µ
cos θ exp

½
iη

∙
φ0 + φmaxe

− ln 2 t−t0
τp/2

m
¸¾

+sin θ exp

½
−i (1− η)

∙
φ0 + φmaxe

− ln 2 t−t0
τp/2

m
¸¾¶

.

4.2.2 Initial noise generation

In solving Eqs. (2.9), an initial thermal noise-induced phonon field Q0 is taken into account.

Hence, the |Q0| is Rayleigh distributed[51, 52]. Actually, the initial phonon field originates

from the thermal vibration of the lattice of the fiber. Consider the two dimensional case; the

probability of |Q0| is

P (|Q0|) ∝ |Q0| e−
|Q0|

2

kBT ,
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where kB (1.3806503× 10−23 J/K) is the Boltzmann constant and T is the temperature. Nor-

malization requires the above probability to be

P (|Q0|) =
2 |Q0|
kBT

e
− |Q0|2

kBT . (4.15)

This is a Rayleigh distribution with width
p
kBT/2. At this stage we treat this initial phonon

field as white noise, that is, totally spatially and temporally uncorrelated. Since phase does

not enter the intensity, I assume it is random and uniformly distributed. Such a field can

be generated in the following procedure. In general, if x1, x2, · · · are random with a joint

probability distribution p (x1, x2, · · · ) dx1dx2 · · · , and if y1, y2, · · · are functions of x’s, the joint

probability distribution of y’s is[53]

p (y1, y2, · · · ) dy1dy2 · · · = p (x1, x2, · · · )
¯̄̄̄
∂ (x1, x2, · · · )
∂ (y1, y2, · · · )

¯̄̄̄
dy1dy2 · · · ,

where
¯̄̄
∂(x1,x2,··· )
∂(y1,y2,··· )

¯̄̄
is the Jacobian determinant. What we need is to generate the Rayleigh

distributed phonon field intensities from uniformly distributed random numbers. Then the

above equation becomes

p (|Q0|) d |Q0| = p (x)
dx

d |Q0|
d |Q0|

by realizing that p (x) = 1. Hence, by Eq. (4.15) we have

dx

d |Q0|
= p (|Q0|) =

2 |Q0|
kBT

e
− |Q0|

2

kBT

=⇒ x =

Z |Q0|

0

2 |Q0|
kBT

e−|Q0|
2/kBTd |Q0|

=⇒ |Q0| = kBT
p
− ln (1− x).

With a uniformly distributed random phase ϕ, Q0(z, t) is then determined by

Q0(z, t) = |Q0| eiϕ.
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This noise filed is verified to be indeed Rayleigh distributed and uncorrelated. Since the defin-

ition of Q̄(z, t) = ig1Q (z, t) is used to simplify Eqs. (2.8) to Eqs. (2.9), the phonon field noise

used in the simulation is:

Q̄0(z, t) = ig1 |Q0| eiϕ.

Below is the portion of program code of this noise generating procedure in Fortran90.

!--Subroutine generating two independent Rayleigh distributed random numbers--

SUBROUTINE Rayleigh_Random(Q, sigma, sc, sameseeds)

COMPLEX(KIND(0.0D0)), DIMENSION(0:Nmax-1), INTENT(OUT) :: &

Q !1-D matrix for the random noise

REAL(8), INTENT(IN), OPTIONAL :: sigma !controlling the max and width.

REAL(8), INTENT(IN), OPTIONAL :: sc !scale of the noise

LOGICAL, INTENT(IN) :: sameseeds !flag indicating whether seeds will

!be the sameas those of previous

!execution. T = yes, F = no.

INTEGER :: i

REAL(8) :: x1 !uniformly random numbers will be used to generate a

!Rayleigh random numbers

REAL(8), DIMENSION(0:Nmax-1) :: Amp, & !Rayleigh random num array of Amps

pha !Uniform random num array of phase

INTEGER :: seed(10) !seed array

LOGICAL, SAVE :: Iflag = .FALSE. !flag indicating whether the generator

!is started or not. T = yes, F = no

INTEGER :: Openstatus, InputStatus, OutputStatus

IF (.NOT. Iflag) THEN !If the generator is not started, then start it
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IF (sameseeds) THEN !If demand to use the same seeds as those previous

OPEN(UNIT = 15, & !Open the file for read

FILE = ’seed.txt’, & !file stores the seed array

STATUS = ’OLD’, &

ACTION = ’READ’, &

POSITION = ’REWIND’, &

IOSTAT = OpenStatus )

IF (Openstatus > 0) STOP ’Cannot open the file’

READ (15, *, IOSTAT=InputStatus) seed

IF (InputStatus > 0) STOP ’Input Error!’

CALL RANDOM_SEED(PUT= seed) !Initialize the generator with

!previous seed array.

Iflag = .TRUE. !set Iflag = ture since the generator

!now started

ELSE !If demand to use new different seeds

OPEN(UNIT = 15, & !open the file for write

FILE = ’seed.txt’, & !file stores the seed array

STATUS = ’REPLACE’, &

ACTION = ’WRITE’, &

POSITION = ’REWIND’, &

IOSTAT = OpenStatus )

IF (Openstatus > 0) STOP ’Cannot open the file’

CALL RANDOM_SEED() !Initialize the generator with current

!time and date
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CALL RANDOM_SEED(GET= seed) !Get current seed

CALL RANDOM_SEED(PUT= seed) !Reintialize with this seed array

WRITE (15, *, IOSTAT=OutputStatus) seed !store the seed array

IF (OutputStatus > 0) STOP ’Output Error!’

Iflag = .TRUE. !set Iflag = ture cz’ the generator is started

END IF

END IF

CLOSE(UNIT= 15) !close the file

!Get one Rayleigh distributed random arrays represents the Amps

DO i = 0, Nmax-1

CALL RANDOM_NUMBER(x1) !Get 3 uniformly distributed random nums

!Get corresponding Rayleigh random numbers as the amplitudes

Amp(i) = DSQRT(sigma * DSQRT(- DLOG(1.0d0-x1)))

END DO

CALL RANDOM_NUMBER(pha) !Generate the array of random phases

pha = pha * 2 * pi !Range phases from 0 to 2pi

!Get the noise for time j

Q = (0.0d0, 1.0d0) * g1 * CMPLX(amp * COS(pha), amp * SIN(pha), KIND=8)

END SUBROUTINE Rayleigh_Random

!------------------------------------------------------------------------
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4.2.3 Parameter setting

In order to compare the simulation results to the experiments, the proper setting of all related

physical parameters is important. We consider single mode fibers only. The refractive index

is set to be n = 1.470 so that the group velocity of light inside the fiber is vg = c/n = 0.2041

m/ns. The input CW pump power in our experiments is about 5 mW, while the peak power of

the pulsed Stokes is around 50 mW; our single mode fibers have radii of 5 µm. Thus the input

power densities of the two lasers are respectively 6.365529× 1010 mW/m2 and 6.365529× 1011

mW/m2 (peak power). The attenuation factor is 6.9× 10−5/m. The phonon life time is about

10 ns which results in a 500 MHz damping rate. The photon-phonon coupling coefficient g1

is set to be 100.595 m3ns−1kg−1. The Brillouin gain factor is gB = 5 × 10−14 m/mW. Room

temperature is 295K, at which νB for loose single mode fibers is 12795 MHz.

The above parameters are directly taken from the physical properties of the material. Now

let us talk about some important parameters relevant to the implementation. As mentioned

in previous chapters, a time delay t0 must be set as the time when the pulse center enters the

sensing fiber. The idea is that t0 must be long enough to ensure that the DC component can at

least travel in the fiber for a round trip. This ensures a steady state before the pulse enters, by

letting the DC component incident in the fiber before the pulse completely interacts with the

cw pump laser. The interaction information at z = L can be carried out by the CW pump at

z = 0. This is the real situation in experiments, but in the program it can not be too long to

increase the execution time. Accordingly, we normally set t0 to be between 2L/vg and 3L/vg.

The time for ending the execution should allow the pulse to exit the sensing fiber completely.

Experimentally, the time step size is 0.5 ns, since the maximum sampling rate of the digitizer

is 2 GHz. We choose to use ∆t = 0.1 ns in the program so that there are a sufficient number

of points in a pulse width. Nevertheless, this value is flexible to adapt to different fiber lengths

and pulse widths. As a consequence, the spatial interval is simply ∆z = vg∆t.
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Figure 4.1: Brillouin spectra at the center of a 1m fiber with τp = 1.5ns and Rx = 20dB
comparing the numerical method without iteration and with iteration for respectively (a) ∆t =
0.1ns; (b) ∆t = 0.2ns; (c) ∆t = 0.3ns; (d) ∆t = 0.4ns; (e) ∆t = 0.5ns.
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4.3 Improvement on the Numerical method

In Section 4.1, Eqs. (4.9a & 4.9b) are obtained by replacing
¯̄
Em+1
sn

¯̄2
and

¯̄
Em+1
pn

¯̄2
with

¯̄
Em
sn

¯̄2
and

¯̄
Em
pn

¯̄2
respectively in Eqs. (4.8a & 4.8b), since without this linearization at the first place

the numerical method can not proceed. However, this replacement weakens the coupling of the

two laser fields and hence the results deviate from the exact solutions. To improve the accuracy

of the simulation, we have used an iterative method, as illustrated in the following pseudocode:

For every time index m+ 1

Iteration index I = 1

Obtain
³
Em+1
p

´
I
and

³
Em+1
s

´
I
by Chu’s linearization:

¯̄
Em+1
sn

¯̄2 ≈ ¯̄Em
sn

¯̄2
and

¯̄
Em+1
pn

¯̄2 ≈¯̄
Em
pn

¯̄2
While the new solutions are not stable, do

I = I + 1

Calculate
³
Em+1
p

´
I
and

³
Em+1
s

´
I
by letting

¯̄
Em+1
sn

¯̄2
=
¯̄
Em+1
sn

¯̄2
I−1 and

¯̄
Em+1
pn

¯̄2
=¯̄

Em+1
pn

¯̄2
I−1

End of while loop

End of For loop.

The stability of the solutions is achieved if the field amplitudes are essentially unchanged by

an iteration, i.e.,
¯̄̄¡
Em+1
sn

¢
I
−
¡
Em+1
sn

¢
I−1

¯̄̄
≤ s and

¯̄̄¡
Em+1
pn

¢
I
−
¡
Em+1
pn

¢
I−1

¯̄̄
≤ p for all spatial

indices n where s and p are two small, real-valued numbers. s depends on the precision of

the calculation and the magnitude of Es. p depends on s, since Ep is calculated with Es by

Eq. (4.14). In our case, |Es| is of the order of 106 and double precision computation allows 15

effective digits, so ( s)min = 1 × 10−9. With this, p can only be minimized to 0.01 according

to simulations, which is still good since |Ep| is of the order of 105. s also depends on the time

interval ∆t, because the larger the ∆t the coarser the linearization. s is found to be 1× 10−9

when ∆t = 0.1 ns but 1× 10−8 when ∆t ≥ 0.3ns. The maximum number of iterations to reach

stability is 4 for ∆t = 0.1 ns.

Fig. 4.1 shows that the difference between the solutions of Ep with and without iterations

increases with ∆t. The difference between the two methods is more significant for off-resonance

frequencies than that for νB and frequencies very close to νB. This is because the loss of the
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cw pump is much greater for ν = νB than that for ν 6= νB, i.e. |Ep| for ν 6= νB is much

greater than that for ν = νB. Nevertheless, s and p are limited by |Ep|max. Thus, solutions

by the method without iteration are farther from the exact solutions for ν 6= νB than those

for ν = νB. In Chu’s paper[1], linearization does not impact his results significantly, since he

only simulated the resonant case (ν = νB) for very short fibers (2-25cm) and narrow ∆t (0.01-

0.05ns). Although there is no visible difference when ∆t = 0.1 ns, as shown in Fig. 4.1(a), this

is only one case, by which one cannot guarantee that the difference will be unchanged when

changing parameters other than ∆t in the simulation. Therefore, it is safer to use the method

with iteration.
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Chapter 5

Sub-peaks in Brillouin spectra

Pump (cw)-probe (pulsed), Brillouin-based fiber optic sensors have been extensively stud-

ied over the past decades, because of their enhanced sensitivity for strain and temperature

measurements[26]. In this system, the strain/temperature is measured by the shift in the main

Brillouin frequency of the Brillouin loss spectrum as a function of the beat frequency ν of the

two counter-propagating lasers. While a single Brillouin peak is usually observed under uni-

form strain/temperature, multi-peak spectra have also been observed[54] and associated with

cross talk effects in non-uniformly strained fibers [55]. These multi-peak Brillouin spectra con-

tain mixed strain/temperature information. Recently, another type of peak, namely sub-peaks,

have been observed in the experimental Brillouin spectra for pulse durations of a few ns, even

under uniform strain/temperature in fibers, as shown in Fig. 5.1(a)[2]. It is important to study

the properties of these sub-peaks because in the field, tests of the structural health monitoring

(SHM), the strain and temperature vary from one location to another. If we attribute these sub-

peaks to strain/temperature change on civil structures, a false warning signal could be issued.

In this thesis, we use the transient coupled wave equations to study the properties and origins

of the sub-peaks, enabling us to differentiate these peaks from the strain/temperature peaks.

The importance of this study is that it will help us to improve our measurement accuracy at

cm spatial resolution, increasing the system capability particularly in SHM applications, where

the small stress spot could be detected by subtraction of the initial reference, as the sub-peaks

are not functions of strain/temperature or the DC level (the background of the pulsed probe).
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There are two origins of the sub-peaks: 1) the periodic damping oscillation (off-resonance

oscillation) of the cw pump intensity when the beat frequency ν does not match the Brillouin

frequency νB of the sensing fiber and 2) the Fourier spectrum of the pulsed probe. The frequency

of this off-resonance oscillation is identical to |ν − νB|.
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Figure 5.1: (a)Brillouin spectra taken at different strain. (b) Brillouin spectra taken at different
temperature. (c) Brillouin spectra taken at pulse widths of 2, 5 and 20 ns. (d) Brillouin spectra
taken with a 10 ns pulse and increased receiver sensitivity; the flat top is due to electrical chop
off. (Thanks A. Brown for these figures[2].)

Since a push-pull Mach-Zehnder EOM is used in this chapter, θ and η are assumed to be π/4

and 0.5 respectively for the pulsed probe field in Eq. (3.3). A Brillouin spectrum is obtained by

plotting the Brillouin loss versus the scanned beat frequencies (ν) at a fixed temporal interval
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Figure 5.2: Simulated Brillouin spectra taken at different strain. All spectra are shifted to zero
central frequency for comparison.

in the time domain, while a Brillouin time domain is taken at a fixed beat frequency.

Compared to Fig. 5.1(a), Fig. 5.2 shows that the positions of the sub-peaks are independent

of the strain on the fiber and hence we can exclude the possibility that this material property

being a reason for change. Actually, the strain and temperature change only the Brillouin

frequency linearly by the relations ∆νB = cε∆ε and ∆νB = cT∆T respectively[23]. Hence,

the strain/temperature change can be simulated by a corresponding shift in the main Brillouin

frequency.

5.1 First origin: Fourier transform of the pulse

Eq. (2.9c) shows that the Brillouin spectrum is a convolution of the gain profile and the Fourier

spectrum of the pulsed probe. Or equivalently, since a spectrum is obtained by looking at the

frequency domain at a fixed position in the Brillouin time domain, the interaction between the

cw pump and pulsed Stokes at a spatial position turns the cw pump intensity at that position

into a pulse in the time domain, as shown in Fig. 5.3. This indicates that the Brillouin spectrum

will have sub-peaks from the Fourier transform of the pulse. To verify this, the pulsed Stokes
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beam can be considered as a pure pulse in order to get rid of impacts from the DC component.

Figs. 5.4 shows the Fourier transform of a 20the-order super Gaussian pulse with FWHM = 6

ns. One can see three peaks within 700 MHz on each side of the central peak.

t
t0

t +2L/v0 g

cw

Pulse

���

	p

Figure 5.3: Fourier spectrum of the instantaneous pulse.
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Figure 5.4: Fourier spectrum of a 6 ns, 20th order Super Gaussian pulse.

Fig. 5.5(a) illustrates the Brillouin spectra at the centers of fibers of lengths 2, 4 and 8

meters respectively when using the same pulse. One is able to identify the correspondence of

the sub-peaks in the Brillouin spectra to those in Fig. 5.4. One also finds that the positions of

these sub-peaks are not sensitive to the fiber length. This is true because the fiber length is not

involved in this mechanism. The interesting thing is that the position of each sub-peak in Fig.
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5.5(a) is closer to the central peak than that of its counterpart in Fig. 5.4. This is due to the

impact of the gain profile g (ν) in that the Brillouin spectrum is a convolution of the gain profile

g (v) and the Fourier transform of the pulse. g (ν) can be obtained analytically in the steady

state[43, 56]. Unfortunately, in this general case, the exact form of the convolution cannot be

found, since the model is not analytically solvable. However, this shift of the peaks is related

to the pulse width. As an illustration, in Fig. 5.5(b) we plot the effect of pulse width on the

difference between the first sub-peak positions in the Fourier spectrum and the corresponding

Brillouin spectra.

Figure 5.5: (a) compares the Brillouin spectra of fibers 2, 4 and 8 meters long using the same
pulse. (b) illustrates the relation between pulse width and the difference between positions of
the first side peak in Brillouin spectrum and of that in the Fourier spectrum of the pulse.

Now that we have shown how sub-peaks originate from the Fourier transform of the pulse,

they should be subject to not only the pulse width but also the pulse shape. In the simplest

case where a pure Gaussian pulse is used, there are no sub-peaks at all in the Brillouin spectra,
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since the Fourier transform of a pure Gaussian pulse in the time domain is still a pure Gaussian

pulse in the frequency domain. This is shown in Fig. 5.6(a). Fig. 5.6(b), which compares the

spectra of 4the through 10the order super Gaussian pulses with the same FWHM as above, tells

us that as the order of the pulses decreases, positions of the sub-peaks shift closer and closer to

the central peak and the heights of the peaks decline. This is consistent with the mechanism of

the Fourier transform. Although the Fourier spectrum of the pulse results in sub-peaks in the

Brillouin spectra, most of the sub-peaks should not come directly from this reason. Because

the pulse widths used in experiments are normally around 2 ns. Sub-peaks in these cases are

very far away from the central peak and are out of our frequency scanning range. However, in

Fig. 5.1(d) where a 10 ns pulse is applied, the positions of the sub-peaks match well with the

peaks in the Fourier spectrum of such a pulse. We conclude therefore that these sub-peaks are

due, at least partly, to the Fourier spectrum of the pulse.

Using the same conditions as above, when changing the time t or equivalently the spatial

position z where the Brillouin spectrum is taken, one is not supposed to see any shift of the

positions of the sub-peaks. However, exceptions can occur when t0 < t < t0 + τp/2 and

t0 + 2Ln/c − τp/2 < t < t0 + 2Ln/c since in either case only a partial pulse interacts with

the cw pump beam; hence the Fourier sub-peaks generated in the Brillouin spectra are farther

from the main Brillouin peak than those in the Brillouin spectra taken at time t0 + τp/2 < t <

t0+2Ln/c− τp/2. Taking the case when t0 < t < t0+ τp/2 as an example, as t increases in this

region, the instantaneous pulse becomes wider and wider from τp/2 to τp. Thus the Fourier

sub-peaks in a Brillouin spectrum at some time t in this region become closer to the central

peak than that in another spectrum taken at time t1 > t in this region.

Consider a Stokes beam having no pulsed part, i.e., it is a cw wave as well. The Brillouin

spectrum is shown in Fig. 5.7, where one sees some small peaks very close to the central peak.

It is obvious that these peaks do not come from the Fourier transform. But where do they

come from? The next section will uncover the origin. In our setup of the Brillouin sensor, an

Electro-optic Modulator (EOM) is used to generate a light beam composed of both a pulsed

and a DC components. Therefore, sub-peaks could originate from a combination of several

factors.
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Figure 5.6: (a) is the Brillouin spectrum obtained when using a pure Gaussian pulse and no side
peaks at all. (b) compares the Brillouin spectra when using super Gaussian pulses at different
orders but the same FWHM.

5.2 Second origin: Off-resonance oscillation

As mentioned in the introduction and indicated in Eqs. (2.9), the cw pump and pulsed Stokes

beams interact through an induced phonon field inside the fiber, which has the same frequency

as the beat frequency of the two lasers. The phonon field at any position should behave in

a similar way to the loss signal of the cw pump at the same position. That is, the spectra of

the phonon field at z = 0 should also have sub-peaks at the same positions as those of their

counterparts in the Brillouin spectra, since the cw pump is detected at z = 0. Now from Eq.

(2.9c) one can easily write down the general solution of this phonon field Q̄ as

Q̄ (z, t) =
1

2
Γ1gBe

−Γt
Z t

0

Ep(z, t
0)E∗s (z, t

0)eΓt
0
dt0,
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Figure 5.7: Calculated Brillouin spectrum when the Stokes beam is also a cw wave.

where the initial noise phonon field is neglected for qualitative analysis. By setting z = 0 in

the above equation one obtains

Q̄ (0, t) =
1

2
Γ1gBe

−Γt
Z t

0

Ep(0, t
0)E∗s (0, t

0)eΓt
0
dt0. (5.1)

E∗s (0, t) is given by Eq. (3.2) and let θ ≈ π/4 and η ≈ 0.5 since the our EOM has a maximum

extinction ratio of 28dB. Thus we have

Es(0, t) =
p
Isin cos

φ (t)

2
, (5.2)

with φ (t) = φ0 + φmax × pulse shape. Taking the setting in Section 3.2.2 where φ0 = π +∆φ

and φmax = π/2 and considering a positive pulse shape function f (t, t0, τp) ≤ 1; denoting a

symmetric pulse with width τp centered at t0 (e.g., f (t, t0, τp) = exp {− ln 2 [2 (t− t0) /τp]
m} is

a m-th order super Gaussian pulse), Eq. (5.2) becomes

Es(0, t) = −
p
Isin sin

½
∆φ

2
+

π

4
f (t, t0, τp)

¾
.
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For super Gaussian pulses (the most common case in experiments), since f (t, t0, τp) = 0 when

|t− t0| À τp/2 the above equation can be approximated as

Es(0, t) ≈ −
p
Isin

"
sin

∆φ

2
+

√
2

2

∙
cos

∆φ

2
−
³√
2− 1

´
sin

∆φ

2

¸
f (t, t0, τp)

#
= EDC +ES0f (t, t0, τp) , (5.3)

where

EDC (t) = −
p
Isin sin

∆φ

2
(5.4)

ES0 (t) = −
p
Isin

∙
cos

∆φ

2
−
³√
2− 1

´
sin

∆φ

2

¸

can be considered as the fields of the DC and pulse components of the pulsed Stokes laser

beam. Notice that for square pulses, the approximation sign in the above equation should be

replaced by an equal sign. Plugging Eq. (5.3) into Eq. (5.1) and normalizing Eq. (5.1) yields

the intensity of the acoustic field:

¯̄
Q̄ (0, t)

¯̄2
= (5.5)

1

4
Γ21g

2
Be

−2Γ1t

⎧⎪⎪⎨⎪⎪⎩|EDC|2
¯̄̄̄Z t

0

Ep(0, t
0)eΓt

0
dt0
¯̄̄̄2

| {z }
Term 1

+

2<
∙
E∗DCES0

Z t

0

Ep(0, t
0)eΓt

0
dt0
Z t

0

E∗p(0, t
0)eΓ

∗t0f (t, t0, τp) dt
0
¸

| {z }
Term 2

+|ES0 |
2

¯̄̄̄Z t

0

Ep(0, t
0)eΓt

0
f (t, t0, τp) dt

0
¯̄̄̄2

| {z }
Term 3

⎫⎪⎪⎬⎪⎪⎭ .

There are three terms in Eq. (5.5). Before studying them individually, recall that Γ =

Γ1+iΓ2, Γ1 =
1
2τ
and Γ2 = 2π (ν − νB). Then it is obvious that when ν 6= νB, i.e. when the beat

frequency of the two laser beams do not match the Brillouin frequency, all three terms oscillate in

the time domain of the phonon field and hence in the loss signal of the cw pump beam. Together
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with the coefficient 1
4
Γ21g

2
Be

−2Γ1t, it should be a damped oscillation. If this damped oscillation

does exist, its frequency, hereafter called the off-resonance frequency, should be identical to

|ν − νB|. However, the three terms may not play their important roles simultaneously. In the

usual case when the pulsed Stokes beam has both DC and pulse components, Term 2 and Term

3 are significant only within a small temporal region (t0 − τp/2, t0 + τp/2) (call it region A)

since f (t, t0, τp) vanishes rapidly out of this region. Out of region A, only Term 1 is finite.

Thus in order to analyze the effects purely from Term 1, we should only consider the data after

t0 + τp/2 and before t0 + 2Ln/c, since the latter is the time when the center of pulse exits the

fiber. In fact, one should better consider the region between (t0 + τp/2, t0 + 2Ln/c− τp/2) (call

it region B) because within this region the pulse is totally inside the fiber and boundary effects

can be neglected. The only caution is, one may lose the interaction information in regions

(t0, t0 + τp/2) and (t0 + 2Ln/c− τp/2, t0 + 2Ln/c). This is one of the reasons why in reality

we use very short pulses. So the widths of regions A and B, namely wA and wB are about τp

and 2Ln/c− τp respectively; nevertheless, their precise values may vary a bit depending on the

order of the super Gaussian pulse.

Fig. 5.8 is an illustration of the effective regions of the three terms and the off-resonance

oscillation originating only from Term 1. In Fig. 5.8(a), we compare the time domains at

frequencies 12395 MHz, 12775 MHz and 12795 MHz (νB) respectively. In this case, region A is

(14, 16) ns and region B is (16, 23.8) ns. One can see that the cw pump starts to deplete long

before t0−τp/2 because of the existence of the DC component, which also interacts with the cw

pump beam. To view the off-resonance oscillation, we magnify region B of the time domain at

ν = 12395 MHz, since this frequency is far enough from the central frequency that full periods

of oscillations can be seen in this region. One can see clearly that the expected off-resonance

oscillations do appear and have a period of 2.5 ns which exactly matches ν − νB = 400 MHz.

One does not find such oscillation in the time domain at 12775 MHz because the corresponding

oscillation period, 50 ns is too big to be seen in region B which is only 7.8 ns wide. A spectrum

is obtained by taking the Brillouin loss signal of the cw pump power at the same fixed time

interval in the time domain of every scanned beat frequency, so the off-resonance oscillation

should cause ripples in the spectrum so obtained. Peaks of these ripples belong to a new kind

of sub-peak other than those from the Fourier transform discussed in the last section. Fig. 5.9
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shows that this argument is indeed true. Fig. 5.9(a) presents the spectrum at t = 21 ns, which

corresponds to a position close to the fiber center. It is convenient to choose the sub-peak at

ν = 12585 MHz, because this frequency is far enough from νB to produce visible periods in its

time domain. Fig. 5.9(b) compares the time domain at 7 frequencies within the neighborhood

of 12585 MHz. At t = 21 ns, among the intensities of all the 7 frequencies, the one at 12585

MHz is the minimum, representing the strongest depletion in the cw pump power and hence

results in the sub-peak at this frequency in the spectrum at 21 ns.

Figure 5.8: (a) shows the time domain of a 1m fiber for τp = 2ns, Rx = 10dB and at beat
frequencies of 12395 MHz, 12775 MHz and 12795 MHz. (b) is the magnification of region B in
(a) at the off-resonance frequency of 12395 MHz.

We now switch to Term 3. To avoid the impacts of Term 1 and Term 2, consider the pulsed
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Figure 5.9: (a) picks out a side peak at 12585 MHz in the spectrum at t = 21 ns. (b) shows
that this side peak is indeed generated by the off-resonance oscillation in the time domain at
frequencies within the neighbourhood of 12585 MHz.

probe beam to be a pure pulse, i.e. without a DC component. Then, by Eq. (5.5), Term 1

and Term 2 are set to 0 since EDC ≡ 0 in this case. Therefore one expects to see a number of

off-resonance oscillations in region A but not region B. We again choose to simulate with the

same parameters used in dealing with Term 1 except that Rx = ∞ indicating EDC ≡ 0. Since

τp = 2 ns, in order to see full periods of oscillations in region A, we need to choose a frequency

sufficiently far from the Brillouin frequency, say 11795 MHz. Fig. 5.10(a) compares the time

domains at 11795 and 12795 MHz. The cw pump beam does not deplete before t0 − τp/2 due

to the absence of a DC component from the pulsed Stokes beam. As a magnification of regions

A and B in Fig. 5.10(a), Fig. 5.10(b) shows that there is indeed no significant oscillation in
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regions B and the oscillation frequency in region A exactly matches the corresponding frequency

difference ν − νB. This reinforces our analysis in the last paragraph, in that Term 3 has no

impact in region B and hence region B is only affected by Term 1. There is no doubt that

off-resonance oscillations in region A can also produce sub-peaks in the Brillouin spectra at

times within region B by the same argument as in dealing with Term 1. Nevertheless, when

using very short pulses, region A is sufficiently narrow so that only the oscillations from off-

resonance frequencies far from the Brillouin frequency can substantially appear. In addition,

the depletion in cw pump beam at this far frequency is very small, so that the relative heights

of the sub-peaks are too small to be seen in experimentally obtained spectra in region A.

Figure 5.10: (a) shows the time domain of a 1m fiber for τp = 2ns, Rx = ∞ and at beat
frequencies of 11795 MHz and 12795 MHz. (b) shows regions A and B at 11795 MHz.

Obviously, the effect of Term 2 is also largely limited in region A, similarly to Term 3.

However, Term 2 does not contribute to region A alone, instead it always goes with Term 3.
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Fortunately, according to basic trigonometric algebra, since the two integrals in Term 2 involve

off-resonance oscillations at the same frequency as that of Term 3, the final resultant oscillation

frequency should be the same as that from Term 1 and Term 3. The only apparent difference

is that the amplitude of the oscillation in this case should be stronger than those in previous

cases. Fig. 5.11 compares the time domains at 11795 MHz with Rx = 10 dB and no DC

component respectively. One can see in this figure that the oscillation frequency in region A

with Rx = 10 dB, which is the same as that in region A with no DC component, is exactly the

frequency difference ν − νB = 1 GHz. Also, the amplitude of the former is higher as predicted.

In region B, the DC component produces oscillations at the same frequency.

Figure 5.11: Regions A and B at 11795 MHz for respectively 10dB extinction ratio and no DC
component.

5.3 Features of sub-peaks

At this stage, one may wonder about the special features of the sub-peaks from these two

origins. Applications of their features will probably be found by further studies. In Section

5.1, we already discussed positions and heights of the sub-peaks from the Fourier transform by

illustrating the impacts of the pulse width and shape. In this section, properties of sub-peaks

from the off-resonance oscillation are considered. For proper pulse widths and the range of
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frequency scanning, competition between the two mechanisms of sub-peak formulation occurs.

5.3.1 Frequency region excluding the sub-peaks.

One may ask if the off-resonance oscillation always generates sub-peaks in the spectra. The

answer is no. It is the crossing of the oscillations in time domains at different frequencies and

amplitudes which leads to the ripples in the Brillouin spectra. However, this crossing does not

always happen. We consider region A for a pulsed Stokes beam without a DC component to

explain why. Fig. 5.12 compares the intensity curves at four frequencies starting from 12295

MHz in region A. One can see in this figure that the four intensity curves do not cross, on the

contrary they are perfectly ordered. Actually, intensity curves at frequencies higher than 12295

MHz never intersect in region A so that the ripples and hence the sub-peaks cannot appear in

the frequency range from 12295 to 12795 MHz and the range from 12795 to 13295 MHz as well

by symmetry. The key to this phenomenon is the frequency of 12295 MHz, which differs from

the Brillouin frequency by 500 MHz. This difference indicates that the period of off-resonance

oscillation in any time domain at frequencies higher than 12295 MHz is always greater than 2

ns, such that region A can only hold no more than one period of off-resonance oscillation and

this period must be a valley since approximately a new period of oscillation always starts at

the beginning of region A and the cw pump is depleting. In this situation, intensity curves are

definitely perfectly ordered because the higher the frequency, the larger the oscillation period

and the less the depletion. Thus in general, sub-peaks do not show up in the frequency range

(νB − 1/wA, νB + 1/wA) in spectra taken at temporal positions within region A.

With a reasonable modification, this analysis can be extended to the whole temporal length

of the fiber when a DC component is present. Although we expect similar phenomenon to

happen in region B, the connection of regions A and B can also result in crossing among the

intensity curves. Besides, when the fiber length is fixed, the widths of regions A and B are still

a function of the pulse widths and shapes. These factors imply that even if sub-peaks disappear

in the spectra taken at temporal points in region A, they can still appear in the spectra taken

within region B. Therefore, a stronger condition is needed to exclude the sub-peaks in some

range in a spectrum taken at any position along the fiber. The best case is when region A or
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Figure 5.12: No intersecting happens in region A at frequencies after 12295 MHz.

B alone occupies the whole time domain. In such a situation, the same condition as in the last

paragraph can be applied. The worst case is when regions A and B each occupy half of the time

domain respectively. Then, regarding the transition between these two regions, a reasonable

modified condition is that the time domain of the whole fiber (between t0 and t0 + 2Ln/c)

at frequencies within a range (νB −∆ν, νB +∆ν) can hold no more than a half period of the

oscillation. Sub-peaks vanish in this frequency range in any spectrum taken along the fiber. It

follows that the relation between fiber length and frequency range is

4Ln/c = 1/∆ν. (5.6)

For example, Eq.(5.6) determines ∆ν = 51 MHz for a 1 m fiber. Fig.5.13 verifies this statement

in that intensity curves at frequencies lower than 12744 MHz still intersect but the curves at

frequencies higher than 12744 MHz never intersect and hence generate no sub-peaks between

12744 and 12846 MHz in the Brillouin spectra.

One may worry about the sub-peaks caused by the Fourier spectrum of the cw pump beam.

However, Eq. (5.6) tells us that the longer the fiber the smaller the ∆ν. Furthermore, the

Fourier peaks are not related to the fiber length and it even takes a 30 ns pulse to produce the

first order Fourier peak around 50 MHz from the central peak. In experiments however only
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Figure 5.13: (a) shows that intersecting still happens among the time domains at frequencies
before 12744 MHz. (b) illustrates the perfectly odered intensities of time domains at frequencies
greater than 12744 MHz.

short pulses are used. In addition, a sub-peak may be absorbed into the central Brillouin peak

and becomes invisible because the central peak has a certain width, but this can only widen

the range ∆ν. Therefore, in practise Eq. (5.6) can be considered as a lower limit for all kinds

of sub-peaks regardless of the pulse width.

5.3.2 Effect of the position inside the fiber where the Brillouin spec-

trum is taken.

Suppose the peak positions can be identified by equating the partial derivative of Eq. (5.5)

with respect to ν to 0. It is apparent that the final equation will couple t and (ν − νB) together,

i.e. the solution for ν must be related to t which is the position where the Brillouin spectrum is

taken. It is not good to allow t to change across region A and region B since region A involves

the impact of the pulse width. So we only consider very short pulses to narrow region A and

take the Brillouin spectra at a number of ascendingly sorted t’s in region B. Upon this, what

will happen? Because of the one to one correspondence between t and z mentioned in the
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introduction, Eq. (5.6) can be generalized by replacing its left hand side by 2t which gives

2t = 1/∆ν, t0 < t < 2Ln/c. (5.7)

This means in a fixed range of frequency, the number of sub-peaks should increase in Brillouin

spectra taken consecutively at ascendingly ordered t’s. Equivalently, if one always names the

sub-peak closest to the central peak the first sub-peak and names the remaining of the sub-

peaks as they are ordered, one should see that the positions of all the peaks shifts to the central

peak as t increases but they can never enter the region determined by Eq. (5.6).

5.3.3 Impact of the DC component.

The magnitude of the DC component plays only the role of coefficients of the terms in Eq.

(5.5), so the amount of the DC component in the pulsed Stokes beam, i.e. the extinction

ratio Rx should not impact the positions of the sub-peaks in Brillouin spectra taken at the

same temporal position but with different extinction ratios. However, this extinction ratio has

effects on the height of the sub-peaks. It is more appropriate to analyze the relative height of

the sub-peaks to the central peak. This relative height is defined as hi = 10 lg (y/yi), where

y is the absolute height of the main peak, while yi is the absolute height of i-th sub-peak in

the spectrum. The variation of the extinction ratio changes the relative amount of the DC

component and hence impacts the total interaction between the pulsed Stokes and cw pump

lasers that determines the height of the central Brillouin peak. On the other hand, Rx affects

the off-resonance oscillations via their amplitudes but not their frequencies. However sub-

peaks come from the crossing among the oscillating intensity curves in the time domain and

the interaction between the two lasers is already much weaker at off-resonance frequencies than

that at νB, so the impact of Rx on the absolute height of sub-peaks is much smaller than on

the central Brillouin peak. Therefore, in the Brillouin spectrum taken at some fixed temporal

interval, as Rx increases (i.e. less DC component), when pulse width and fiber length are fixed,

the relative heights increase (i.e. hi’s decrease). To verify these conjectures, two considerations

must be taken: the Brillouin spectra should be taken at a temporal interval within region B to

avoid interference from the pulse and short pulses should be used so that the Fourier peaks are
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far from the main peak. As an example, Fig. 5.14(a) shows that the positions of the sub-peaks

do not change with Rx, and (b) illustrates that the relative heights of the sub-peaks indeed grow

(i.e., hi decreases) with the increase of Rx by taking the data of the first and second sub-peaks

from (a). One may notice in Fig. 5.14(a), that the sub-peaks in the spectrum when Rx = 30 dB

(i.e. very small DC component) are almost flattened and can hardly be considered as peaks.

This is because when the amount of DC component is very small, off-resonance oscillations

in region B governed by the DC component are too weak to generate very significant ripples

in the spectra. This is also why in Fig. 5.14(b), the second sub-peak does not appear when

Rx = 30 dB and actually only the first sub-peak is detectable in this case. More generally,

when Rx = ∞ which means no DC component, there is no significant oscillation in region B,

as shown in Fig. 5.11 and hence no sub-peaks at all in the Brillouin spectrum taken in region

B.

5.3.4 Impact of the pulse width.

For every time domain of the cw pump beam for some fixed beat frequency, the pulse width

only affects the wA and wB. If the pulse width gets wider, region A is also wider and more

periods of oscillation can be seen in region A. Thus if we exam in time domains for a range

of consecutive frequencies, more crossings of the intensity curves can happen in region A due

to the increase of wA with the increase of pulse width. Hence, the pulse width should have

no impact on the peak positions in the spectra taken at temporal points always existing in

region A during the change of pulse width. Recall our approximation in Eq. (5.5), only Term

1 contributes to region B. This is to say, although the pulse width affects the size of region B,

sub-peak positions do not change in the Brillouin spectra taken at temporal positions which

always belong to region B regardless of the change of pulse width. But an exception must

be noted: when the temporal positions are too close to region A, sub-peak positions may be

influenced by the pulse width because although f (t0, t0, τp) in Terms 2 and 3 vanishes rapidly

it does not become exactly zero at t0 + τp/2 and has a little longer effect depending on the

order m. Fig. 5.15(a) compares eight Brillouin spectra from a 1 meter fiber for pulse widths

from 0.5 through 4 ns respectively. They are taken at 16.2 ns, which belongs to region B when
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Figure 5.14: (a) shows that positions of the side peaks are not subject to the extinction ratio.
(b) illustrates the relation between Rx and hi by taking the numerical values from (a).

τp ≤ 2.2 ns and to region A when τp > 2.2 ns. As expected, one can see in this figure, the first

sub-peak position shifts a bit to the right when the pulse width changes from 0.5 ns to 2.0 ns

since 16.2 ns is too close to region A although it is still in region B. Nonetheless, when the pulse

width changes from 2.5 to 4.0 ns, the sub-peak positions do not change any more because 16.2

ns becomes a point in region A. As a comparison, Fig. 5.15(b) verifies that in the Brillouin

spectra taken at temporal points far from region A (in this case 21 ns), sub-peak positions are

not affected by the change of pulse width, and the relative heights of the sub-peaks increase as

the pulse width increases.
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Figure 5.15: (a) Brillouin spectra for τp = 0.5, 1, 1.5, 2, 2.5, 3, 3.5 and 4 ns. (b) Normalized
Brillouin spectra for τp = 0.5, 1, 1.5, 2 and 2.5 ns.

5.3.5 Combined effect of the off-resonance oscillation and the Fourier

transform.

Now, let us think about the situation where the two mechanisms of generating sub-peaks,

i.e. Fourier transform of the pulse and off-resonance oscillation compete with each other. In

previous discussions, short pulses and a narrow frequency range are chosen so that the Fourier

peaks are not involved. Now we widen the pulse width or increase the scanning frequency range

to visualize the simultaneous contributions of the two origins of sub-peaks. As indicated by

Eq. (5.6), the longer the fiber, the more sub-peaks caused by off-resonance oscillation can be

seen in a fixed frequency range. Then it is natural to simulate a longer fiber so that the effects

are clearer. To do so, a 2 meter fiber is simulated with a pulsed Stokes laser beam consisting
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of a 5 ns pulse and 15 dB DC component. Fig. 5.16 shows the Brillouin spectrum taken at 40

ns (in region B since t0 = 30 ns is chosen in this case.). In this figure, the combined effect is

clear in that small peaks from the off-resonance oscillations sit on the sub-peaks caused by the

Fourier transform of the pulse.

Figure 5.16: Shows the competition between the Fourier peaks and side peaks caused by off-
resonance oscillation; positions of the first two side peaks caused by the Fourier transform are
also indicated.

5.4 Distinguishing the strain/temperature peaks from

sub-peaks

In health monitoring of civil structures, it is important to distinguish the peaks caused by non-

uniform strain/temperature along the fiber from the sub-peaks. Fortunately, for long fibers

(≥ 4m), the sub-peaks are buried in noise because the increase of the main peak height is much

faster than that of the sub-peaks. In other words, the sub-peak is not a big issue in field tests

with long fibers. Fig. 6.2 illustrates such a situation.

Nevertheless, for short fibers, sub-peaks are much more substantial. Here We present a

possible way of eliminating the impact of sub-peaks. Since we know sub-peaks are not related
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to strain/temperature along the sensing fiber, it is possible to choose the Brillouin spectrum

of the fiber under uniform strain/temperature as the reference and subtract it from the newly

obtained Brillouin spectrum (with non-uniform strain/temperature) to get rid of the sub-peaks.

Fig. 5.17 is such an example. Fig. 5.17(a) shows two normalized Brillouin spectra at the center

of a 1m fiber, 1ns pulse with 20dB DC component. The dotted curve represents the case when

the whole fiber is loose with a uniform Brillouin frequency 12795 MHz. The solid curve is the

spectrum when there is a 3 cm uniformly strained region so that the corresponding Brillouin

frequency becomes 12845 MHz. The major difference in these two curves is that the sub-peak

around 12845 MHz is higher in the solid case than in the dotted one due to the interaction

between the pulse and cw pump at the center of the 3 cm region. Now if the dotted curve is

subtracted from the solid curve, the curve in Fig 5.17(b) is then obtained. In this figure, a peak

is occurs at 12845MHz representing the strain information in the 3cm region. In any Brillouin

spectrum, there is only one peak, which characterizes the real strain/temperature information

at the position where the Brillouin spectrum is obtained, from the interaction between the

pulse and cw pump, so after subtracting the reference spectrum all peaks from the cross talk

between DC component and the cw pump become zero or buried in the fluctuations, so that

only one significant peak remains. Therefore, the remaining main peak is the one due to real

strain/temperature at that position of the fiber.
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Figure 5.17: (a) Brillouin spectra at the center of a 1m fiber for 1ns pulse with 20dB DC
component respectively when the fiber is loose with νB = 12795MHz and when it has a 3cm
strained region with νB = 12845MHz. (b) The spectrum obtained by subtracting the spectrum
in the loose case from that in the strained case. Tiny ripples in (b) are fluctuations.
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Chapter 6

Impact of the optical phase on the

distributed Brillouin sensor

The pump-probe based distributed Brillouin sensors have been extensively studied over the

past decade, because this system provides such enhanced sensitivity to strain and temperature

combined with significant advantages in sensing length and spatial resolution (a few meters) that

no other type of distributed sensor can compete [22, 23, 26]. Although Further improvements

in spatial resolution can be achieved by using a short pulse, the Brillouin loss spectrum is

broadened and the amplitude of the spectral density decreases significantly when the pulse

width decreases below the phonon lifetime of about 10ns. Since this makes measurement

of Brillouin frequency shifts difficult, a 1 m spatial resolution was regarded as a limit[22, 23].

Recently, we have demonstrated centimeter spatial resolution combined with 10-20µε resolution

with a Brillouin loss system on a pipeline structures and optical ground wires[20, 21]. However,

little work has been done to the theoretical study of the Brillouin loss/gain spectrum shape

and line width at centimeter spatial resolution, and prediction of the minimum detectable

strain/temperature length. In this chapter, phase modulation (PM) is taken into account in

the power and phase imbalance between two arms of an electro-optic modulator (EOM) for

the probe signals consisting of the pulse and a DC component in the Brillouin loss spectrum

using three coupled wave equations for the phonon and photon fields. For ideal amplitude

modulation (AM), the power ratio between the two arms of an interferometer is 100%. However,
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in real devices, a ratio between 95-98% can only be achieved due to power imbalance. As a

result, it gives combined AM and PM. Due to this feature, the Brillouin loss spectrum is

Lorentzian dominated in shape, and the Brillouin spectrum does not change much between

the 20th order super Gaussian and pure Gaussian pulses. The broad background is suppressed

with increased sensing length. This feature is important in detecting multiple Brillouin peaks

with low power density due to the short stress/temperature length (< spatial resolution).

Therefore, the minimum detectable stress/temperature length can be reduced to 1/3 of the

spatial resolution, i.e. a 3cm strain length for a 1ns pulse width.

6.1 Impact of the optical phase on the Brillouin loss

spectrum

According to the extinction ratio defined in Eq. (3.6), Fig. 6.1 shows the parametric relation

between ∆φ and A2/A1 (tan θ) at Rx values of 15, 20 and 28.8dB. As we see at A2/A1 = 0.95,

(Rx)max = 28.8dB. If we want to get a high extinction ration, ∆φ should be around 0 and A2/A1

should be around 1, corresponding to θ = π/4. When A2 = A1, the EOM operates as AM. If

A1 6= A2, the EOM provides combined AM and PM, which is the common case for a push-pull

Mach Zehnder based EOMs. Hence, we must consider PM in our Brillouin loss spectrum. In

this case η in Eq. (3.3) is set to 0.5 since η has a similar but much weaker effect (this will be

explained in the next section) than that of A2/A1.

Fig. 6.2 shows the Brillouin spectrum for a 1m (Fig. 6.2(a)) and 4m (Fig. 6.2(b)) fiber at

A2/A1 = 0.95 with 1.5ns pulse length, for Rx = 15 and 20dB and a zero DC component which is

achieved when A2 = A1. Because of the DC and pulse combination in the probe, the Brillouin

loss spectrum has two parts: the narrow Lorentzian part on the top and a broadened Lorentzian

like form (convolution of the pulse and Lorentzian spectrum) as background. When the fiber

length is increased, the sub-peaks are suppressed significantly and the Brillouin loss spectrum is

dominated by a narrow Lorentzian, even for 1-2ns pulses. Note that the DC component is very

important, as the Brillouin loss spectrum without the DC component gives the lowest power

density over a broad frequency range. This corresponds to poor SNR, poor strain/temperature
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Figure 6.1: Equal extinction ratio curves for the relation between A2/A1 and ∆φ

accuracy and spatial resolution. Another feature of the DC component of the probe signal is

that the broad background spectrum varies with Rx for the same pulse width, not as commonly

believed to represent the pulse contribution only. The same rule applies to the top part of the

spectrum (above the spectrum without DC); this part also includes pulse information. The

reason is that the DC component makes the phonon field coherent instead of random. This

means we can detect the small Lorentzian peak to find short temperature/strain lengths instead

of fitting the peak of the broad background spectrum.

There are a few sub-peaks located on both sides of the main Brillouin peak, but with

different heights. If A2 = A1, those peaks will have equal height. The location of these peaks is

not affected by the ratio of A2/A1. As demonstrated in Chapter 5, these sub-peaks are caused

by off-resonance oscillations between pump and probe signals and the spectrum convolution of

the pulse and Lorentzian. The height of the sub-peaks is lower at longer fiber lengths.

Fig. 6.3 is a comparison between super-Gaussian and Gaussian pulses for the Brillouin loss

spectrum at Rx = 20dB and A2/A1 = 0.95. The Brillouin loss spectrum for a super Gaussian

pulse has a lower power level around the main peak, but high power level at the edges, while for

a Gaussian pulses it has a lower power level at the edges and a higher power level around the
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Figure 6.2: (a) Brillouin spectra at the center of a 1m fiber for a 1.5ns pulse with respectively
15, 20 and ∞ extinction ratios. (b) Brillouin spectra at the centers of a 1m and a 4m fiber for
a 1.5ns pulse and Rx = 20dB.

Figure 6.3: Brillouin spectra at the center of a 1m fiber for τp = 1.5ns with Rx = 20dB in the
shapes of Gaussian and 20th order super Gaussian.
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Figure 6.4: Brillouin spectrum taken at the center of a 1m fiber with a frequency shifted
(˜50MHz) region of 3cm in the middle.

main peaks. This results in a difficulty in identifying small stress/temperature spots near the

stress free fibers or around a room temperature conditions. Apparently, super Gaussian pulse

shapes work better for multi-Brillouin peak detection due to better suppression of the broad

background spectrum. To prove this point, we calculated the Brillouin loss spectrum for 3cm

stress/temperature lengths with a frequency shift of ˜50MHz relative to a loose fiber as shown

in Fig. 6.4. The spectrum is observed at the middle of the 3cm, located in the middle of a 1m

fiber. In the experiment we can run the reference spectrum (no stress and room temperature)

as background and subtract the Brillouin spectrum at varying temperature/strains from the

reference, so that the sub-peak impact can be reduced. In this way (as shown in Section 5.4)

we can get multi-peak detection at very small stress levels and even shorter fiber lengths.

Fig. 6.5 is the experimental result for the Brillouin spectrum in comparison to the calculated

Brillouin spectrum as shown in Fig.6.2(a) at the same condition. The shape and bandwidth

(fitted with a Lorentzian spectrum) match very well (except the sub-peaks) between the two

figures: FWHM of 46, 58, and 952 MHz for Rx = 15dB, 20 dB and zero DC component for

Fig. 6.2 with 46 and 56 MHz for Rx = 15 and 20 dB for Fig. 6.5.

In conclusion, a combination of AM and PM of the probe signal for Brillouin loss/gain

71



Figure 6.5: Experimentally obtained Brillouin spectra at the center of a 2m fiber for τp = 1.5ns,
and Rx = 15dB and 20dB.

spectra is proposed for the first time. The interaction between pulse/DC and pump contributes

to both the top Lorentzian part and the broad background in the Brillouin loss spectrum.

By fitting the multiple Brillouin peaks we can identify a small temperature/stress length of

1/3 of pulse length. This explains our enhanced performance of the Brillouin gain/loss based

distributed sensor in cm spatial resolution results, combined with high strain/temperature

resolution.

6.2 Asymmetric Brillouin spectra and resonance frequency

shift

Recall that in Chapter 5, all the simulated Brillouin profiles are symmetric, while those in the

last section are not as seen in Fig. 6.2. Furthermore, the resonance frequency is shifted a little

as seen in the figures of the last section. The reason is that A2/A1 was set to 1 in Chapter 5

but 0.95 in the last section. The power imbalance (A2/A1 6= 1) in the two arms of the EOM,

which is true in reality, introduces PM together with the AM. This PM has an impact on the

Brillouin spectra. Actually, the imbalance of the voltage induced phase between the two arms,
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i.e. η, also has impact when it is not equal to 0.5. This phenomenon is very important in

field tests of strain/temperature on civil structures, since a shift of the resonance frequency will

make the real strain/temperature information to be over or under estimated.

6.2.1 Impact from A2/A1 6= 1: the power imbalance

To see the impact only from A2/A1, η in Eq. (3.3) is set to 0.5; and we first assume A2/A1 ≤ 1

(θ ≤ π/4); hence we have

Eout = Aout
£
cos θeiφ(t)/2 + sin θe−iφ(t)/2

¤
= Aout

£
sin θeiφ(t)/2 + sin θe−iφ(t)/2 + (cos θ − sin θ) eiφ(t)/2

¤
= Aout

∙
2 sin θ cos

φ (t)

2
+
√
2 cos

³
θ +

π

4

´
eiφ(t)/2

¸
. (6.1)

Clearly the first term in the parenthesis of the above equation denotes the AM, while the

second term denotes the simultaneous PM. Since θ is very close to π/4, the PM part is small.

Substituting Eq. (6.1) into Eq. (5.1) yields

Q̄ (0, t) =
1

2
Γ1gBe

−ΓtAout

½
2 sin θ

Z t

0

Ep(0, t
0) cos

φ (t0)

2
eΓt

0
dt0

+
√
2 cos

³
θ +

π

4

´Z t

0

Ep(0, t
0)eΓt

0−iφ(t0)/2dt0
¾

=
1

2
Γ1gBe

−ΓtAout

½
2 sin θ

Z t

0

Ep(0, t
0) cos

φ (t0)

2
eΓt

0
dt0

−
√
2 cos

³
θ +

π

4

´
e−i∆φ/2

Z t

0

Ep(0, t
0)eΓ1t

0
ei[2π(ν−νB)t

0−πf(t0,t0,τp)/4]dt0
¾

(6.2)

The last line in Eq. (6.2) is obtained by recognizing that φ (t) = π +∆φ + πf (t, t0, τp) /2 as

defined in Section 3.2.2. The first integral in Eq. (6.2) is resonant when ν = νB but the second

integral is not. In the second integral, with f (t0, t0, τp) ≥ 0, the oscillation term does not vanish

when ν = νB but when

ν − νB =
1

8t0
f (t0, t0, τp) .
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Furthermore, the time t where the Brillouin spectrum is taken is always the center of the pulse,

i.e. f (t, t0, τp) = 1; hence the above equation becomes

ν − νB =
1

8t
(6.3)

which is a function of t only, with t varying from t0 to t0 + 2Ln/c. Taking a 1m fiber for a

1.5ns pulse width, 20dB DC component and A2/A1 = 0.95 as an example, then t0 = 15ns. We

now choose t = 20ns, which is about the center of the fiber, so that ν − νB = 6.25MHz. Fig.

6.6(a) shows that there is indeed a central frequency shift when A2/A1 = 0.95. However, it is

not 6.25MHz but 3MHz. This is because the first integral in Eq. (6.2) is still resonant when

ν = νB. The final resonance frequency is a weighted average of the two resonance frequencies;

but the weight of the second integral is small since cos
¡
θ + π

4

¢
is very small when A2/A1 = 0.95.

Therefore, the final average cannot reach 6.25MHz. If a smaller value of A2/A1 is chosen, say

0.87 (to keep Rx = 20dB), cos
¡
θ + π

4

¢
is then greater and will result in a shift closer to 6.25MHz.

This is verified in Fig. 6.6(b), which shows a 5.5MHz frequency shift.

The asymmetric spectra in Figs. 6.6 also originate from the phase chirp introduced when

A2 6= A1. This asymmetry depends on time as well. For example, Fig. 6.6 shows that at

t = 20 ns the sub-peaks on the lower frequency (< νB) side are higher than those on the higher

frequency side, while Fig. 6.7 illustrates the opposite Besides, the resonance frequency shift

is 4MHz in Fig. 6.7, which is greater than that at t = 20ns due to Eq. 6.3. As discussed in

Section 5.4, since the impact of the sub-peaks can almost be eliminated, the asymmetry of the

sub-peaks is not a serious problem in reconstructing the strain/temperature information.

The previous discussion assumed that A2/A1 ≤ 1. If A2/A1 ≥ 1 and sin θ ≥ cos θ, then Eq.

(6.1) can be rewritten as

Eout = Aout
£
cos θeiφ(t)/2 + sin θe−iφ(t)/2

¤
= Aout

£
cos θeiφ(t)/2 + cos θe−iφ(t)/2 + (sin θ − cos θ) e−iφ(t)/2

¤
= Aout

∙
2 cos θ cos

φ (t)

2
+
√
2 sin

³
θ − π

4

´
e−iφ(t)/2

¸
. (6.4)
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Figure 6.6: (a) Brillouin spectra taken at 20ns when A2/A1 = 0.95 and 1 for a 1m fiber with
τp = 1.5ns and Rx = 20dB. (b) Brillouin spectrum taken at 20ns for the same fiber and pulse
parameters but when A2/A1 = 0.87.

Figure 6.7: Brillouin spectrum taken at 16ns for the same fiber and pulse parameters as above
and A2/A1 = 0.95.
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Eq. (6.2) becomes

Q̄ (0, t) =
1

2
Γ1gBe

−ΓtAout

½
2 cos θ

Z t

0

Ep(0, t
0) cos
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2
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0
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i
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Z t

0

Ep(0, t
0)eΓ1t

0
ei[2π(ν−νB)t

0+πf(t0,t0,τp)/4]dt0
¾
.

By the same argument as in the case when A2/A1 ≤ 1, it is apparent that the resonance of the

second integral in the above equation occurs when ν < νB, i.e., when νB − ν = 1/8t. Fig. 6.8

illustrates such a situation.

Figure 6.8: Brillouin spectra at 20ns when A1/A2 = 0.95 and 1.0 for the same fiber and pulse
parameters as above.

6.2.2 Impact of η 6= 0.5: the phase imbalance

Unbalanced amplitudes are not the only factor introducing a residual phase to the output pulse

of the EOM. As indicated in Eq. (3.3), the parameter η, which denotes the distribution of the

induced phases between the two arms of the EOM, results in a residual phase as well when it

is not equal to 0.5. To see the impact of η only, A2/A1 in Eq. (3.3) is set to 1. Then we have
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Figure 6.9: Brillouin spectra taken at 20ns when η = 0.25 and 0.49 for the same fiber and pulse
parameters as above.

Eout = Aout
£
cos θeiηφ(t) + sin θe−i(1−η)φ(t)

¤
= Aout

£
eiφ(t)/2 + e−iφ(t)/2

¤
ei(2η−1)φ(t)/2

= 2Aout cos
φ (t)

2
ei(2η−1)φ(t)/2. (6.5)

This is a production of both AM and PM, instead of a summation as in the previous case.

Substituting Eq. (6.5) into Eq. (5.1) gives

Q̄ (0, t) = Γ1gBe
−ΓtAout

Z t

0

Ep(0, t
0) cos

φ (t0)

2
eΓt

0
e−i(2η−1)φ(t
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= −Γ1gBe−ΓtAoutei(2η−1)(π+∆φ)/2 × (6.6)Z t
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0) cos

φ (t0)

2
eΓ1t

0
ei[2π(ν−νB)t

0−(2η−1)πf(t0,t0,τp)/4]dt0,

which shows that the resonant states depends on η and that the corresponding resonance

frequency shifts to the higher frequency side when 0 ≤ η < 0.5 and to the lower side when

0.5 < η ≤ 1. The shift is described by the following equation:

ν − νB =
2η − 1
8t

(6.7)
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Figure 6.10: Brillouin spectrum taken at 16ns when η = 0.25 for the same fiber and pulse
parameters as above.

Nevertheless, for a push-pull MZ-EOM, η ≈ 0.5 so that (2η − 1) ≈ 0, i.e. the impact of η is

much weaker than that of A2/A1. For example, when η = 0.49, (2η − 1) = −0.02, which is 50

times weaker than when A2 6= A1 according to Eq. (6.3). Fig. 6.9 shows that when η = 0.49

the impact is invisible while when η = 0.25 the resonance frequency shifts about 3MHz to be

12792MHz according to Eq. (6.7). The asymmetry of the Brillouin spectrum also depends on

the time, as shown in Fig. 6.10 by comparing to Fig. 6.9.

In general, when both the unbalanced amplitude and the unbalanced phase distributions

are considered, the output field of the EOM is

Eout = Aout
£
cos θeiηφ(t) + sin θe−i(1−η)φ(t)

¤
= Aout

£
cos θeiφ(t)/2 + sin θe−iφ(t)/2

¤
ei(2η−1)φ(t)/2

= Aout

∙
2 sin θ cos

φ (t)

2
+
√
2 cos

³
θ +

π

4

´
eiφ(t)/2

¸
ei(2η−1)φ(t)/2.

This is a combination of PM and AM by both multiplication and addition. Based on previous

discussions, for common push-pull EOM’s the unbalanced amplitudes dominates the impact of

the residual phase chirp in the Brillouin spectra. The impact of an unbalanced phase distrib-

ution between the two arms becomes significant in the case when only one of the two arms of

the EOM is modulated.
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Chapter 7

Conclusions, Further discussions &

future work

7.1 Highlights and originality of my work

Through this thesis, my work can be summarized in the following.

• Adopted and improved a numerical method (introduced by Chu et al.[1]) to solve the

3-wave coupled transient model for distributed fiber sensing based on Brillouin loss. Sim-

ulated our sensor based on these numeric solutions to study the Brillouin loss spectra

obtained in various situations. Improved Chu’s numerical method by iteration.

• For the first time, studied the sub-peaks in the Brillouin loss profiles through simulations

and an analytical approximation. Demonstrated, for the first time, two origins of the

sub-peaks. First predicted the off-resonance oscillation denoting the oscillation of the

detected cw pump intensity in time domain when the beat frequency ν of the two counter-

propagating laser beams do not match the Brillouin frequency νB of the sensing fiber.

This type of oscillation as the dominating origin of sub-peaks has the frequency |ν − νB|.

The other origin is the Fourier spectrum of the pulsed probe beam. Characterized the

sub-peaks in that 1) positions of sub-peaks due to the off-resonance oscillation do not

change with the amount of DC component and the pulse width of the pulsed probe beam
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but their relative heights do as well as with pulse shape; 2) the positions of the sub-peaks

due to the probe Fourier spectrum vary with both pulse width and pulse shape but not

with the fiber length and the amount of DC component, while their relative heights change

with all these factors; 3) the competition between the two origins becomes substantial for

long pulse widths (> 3 ns) by placing the sub-peaks caused by off-resonance oscillation

on the top of those caused by the probe Fourier spectrum. Demonstrated a possible way

of eliminating the sub-peaks in Brillouin spectrum analysis by subtracting the Brillouin

spectrum with new strain/temperature information from the reference Brillouin spectrum

obtained for loose fiber and reference temperature.

• For the first time, proposed a model of the pulsed probe field with a time dependent

phase (varying from a minimum value to a maximum as the shape of the pulse), and a

combination of phase modulation (PM) and amplitude modulation (AM) due to imper-

fectly balanced field amplitudes and voltage induced phase in the two modulation arms of

the EOM. With this model, the calculated Brillouin spectra match well with the exper-

imental spectra. This provides theoretical support for the centimeter spatial resolution

with Brillouin loss spectrum bandwidth (˜50MHz) and high SNR (˜37dB) of our sensor.

The broad background spectrum varies with Rx for the same pulse width, not as com-

monly believed to represent the pulse contribution only. The same rule applies to the

top part of the spectrum (above the spectrum without DC); this part also includes pulse

information. The reason is that the DC makes the phonon field coherent instead of ran-

dom,.which results in shorter minimum detectable stress/temperature length. Predicted

another two possible impacts of the optical phase of the probe beam on the Brillouin

profile: an asymmetric Brillouin spectrum and the central Brillouin frequency shift.

• Proposed in the next section several possible future directions in theoretical studies in

the distributed fiber sensing based on Brillouin loss.
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7.2 Further discussions and future work

In spite of the work that has been done, there are still many interesting points that deserve

intensive future study. Here, I present several possibilities.

7.2.1 3-wave transient model including polarization

Distributed fiber sensors based on Brillouin loss are polarization dependent in that the interac-

tion between the two counter-propagating laser beams is maximum when they are polarized in

the same direction and minimum when their polarization states are perpendicular. In the most

usual cases where single mode fibers are used as the sensing fiber, polarization states of the two

counter-propagating laser beams are random along the fibers due to the fluctuations of the fiber

birefringence. An average over the polarization effects at each scanned beat frequency must

be done. This is why in Figs. 3.1 and ??, a polarization controller is employed to periodically

scramble the polarization state of the cw pump beam. Nevertheless, the 3-wave transient model

in Eqs. (2.9) assumes that the two laser beams are already polarized in the same direction.

This actually over estimates the interaction. From this point of view, it is very practical to

include the polarization states in the 3-wave model. To do so, Ep and Es in Eqs. (2.9) can

be replaced by two vectors Ep =
¡
Epx, Epy

¢
and Es =

¡
Esx , Esy

¢
respectively. Although high

order polarization mode dispersion (PMD) can be neglected for τp of the order of nanoseconds

since its value is 0.1 ps/km at 1550 nm and even less at 1310 nm. The effect on the polarization

states due to the dependence of birefringence on z should be taken into account. Therefore,

the following coupled equations are obtained:

µ
∂

∂z
− 1
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∂

∂t
− 1
2
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¶
Ep = Q̄Esµ

∂
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∂
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³
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∗
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∗
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´
,

where iβ (z) ·σ = i
P

j=x,y,z βjσj accounts for the change of polarization states. The σi’s are the

2-D Pauli matrices and βj (z)’s are real valued functions of z for the varying birefringence. For
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single mode fibers iβ (z) ·σ is then a random Hermitian traceless matrix[57] and
¯̄̄
β
¯̄̄
= 1/LB (z),

where LB (z) is the local beat length of the fiber. These equations show that whatever the initial

polarization states of the two lasers beams, they become coupled as soon as entering the sensing

fiber. Once the polarization states are included, should the effects such as chromatic dispersion

(CD) and polarization dependent loss/gain (PDL/G) also be considered? The answer is no

for fiber sensing because of the following: 1) the chromatic dispersion length LD is defined as

τ 2p/ |β2| where τp (< 2 ns in sensing) is the pulse width and β2 is the GVD parameter (0 for

1310 nm and 20 ps2/km for 1550 nm), so LD is 50000 km at 1550 nm and ∞ at 1310 nm and

are too long to be considered in fiber sensing; 2) PDL/G is significant in optic components but

not in fibers.

Simulations can be done based on this new model by randomly or specifically choosing

polarization states for the two laser beams and then doing an average on a number of simulations

with different initial polarization states. This work is a candidate for future research.

7.2.2 Spatially and temporally correlated initial noise phonon field

Recall that in solving Eqs. (2.9), an initial phonon field originating from thermal noise was

introduced as the initial condition in Eq. (4.1). In the present study, this initial phonon field

is treated as white noise with Rayleigh distributed random intensity and uniformly distributed

random phase as described in Section 4.2.2 , i.e. temporally and spatially uncorrelated since

the phonon field is assumed to be non-propagating. Nevertheless, there could be some spatial

or/and temporal correlation, since the phonon field does propagate within the phonon life time.

Therefore, although the exact correlation function needs more specific study, a possibility can

be obtained as in Eq. (7.1) by realizing that it is spatially and temporally short-term correlated.

CQ̄0 (z − z0, t− t0) =

Q̄0 (z, t) Q̄

∗ (z0, t0)
®

= A (λ, τ) exp

µ
−− |z − z0|

λ
− |t− t0|

τ

¶
, (7.1)

where τ is the phonon life time characterizing the correlation time, λ is the correlation length

by assuming the spatial correlation decays exponentially as well, A (λ, τ) is a function to be
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determined ensuring the correlation function collapses to the common temporal/spatial corre-

lation function when position/time is fixed. Note that the intensity of this noise phonon field

is still required to be Rayleigh distributed. This is the key to obtain A (λ, τ).

Future simulations can utilize Eq. (7.1) to study deeper into the impact of the initial noise

phonon field. Possible methods of generating such colored noise as in Eq. (7.1) can be referred

to Taulsen et al.[58], Billah et al.[59] and Manella et al.[60].

7.2.3 Impact of the time delay on the sub-peaks

In simulations based on the 3-wave model, a time delay t0 is used as the time when the pulse

center enters the sensing fiber. This t0 is set to be longer than the round trip time of the light

along the sensing fiber for two reasons: 1) allow the interaction between DC component and

the cw pump beam at z = L to transmit to z = 0 so that the simulation becomes steady; 2)

in reality, the t0 is the inverse of the pulse generating repetition rate which cannot be too high

since only one pulse is allowed inside the sensing fiber and cannot be too low to increase the

measurement time. For example, in simulating a 1m fiber, t0 = 15ns which is longer than the

round trip time (9.8 ns). The interesting thing is that, when t0 is set to 50ns for a 1m fiber, the

Brillouin spectrum with sub-peaks has a change as shown in Fig. 7.1. Sub-peaks in the case of

t0 = 50 ns are much smaller and compact than those when t0 = 15ns. This can be explained

by Eq. (5.7) and discussed in Section 5.3.2. There exist ripples in a wider frequency range,

such as the two peak-like shapes around 12600MHz and 13200MHz respectively. They are also

found to be caused by the off-resonance oscillation. As indicated by our further study, it seems

that the Brillouin spectrum will not change any more when t0 is greater than some value (˜100

ns for simulation conditions as in shown in Fig. 7.1).

7.2.4 Real time data analysis

So far, the data analysis of the test results from the distributed Brillouin sensors are not done in

real time. Strain/temperature information along the sensing fiber is obtained through intensive

data processing after the test. A sensing system with real time data analysis is highly desir-

able, since detecting and hence fixing problems on civil structures promptly are very important.
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Figure 7.1: Brillouin spectra at the center of a 1m fiber for τp = 1.5ns and Rx = 20dB when
t0 = 15ns and 50ns.

Nevertheless, fulfilling this goal is very difficult in reconstructing the strain/temperature distri-

bution from the Brillouin loss profiles along the sensing fiber since in real situations single-peak

Brillouin spectra are uncommon. Instead, multi-peak Brillouin profiles are usually obtained

due to 1) the cross talk (via DC component of the pulsed probe beam) effect in non-uniform

strained fibers [55], 2) special fibers with complex structures [61, 20] resulting in simultaneous

strain and temperature information, and 3) sub-peaks described in Chapter 5. A general peak

fitting technique is then highly desirable. To be as close as possible to this goal is an intriguing

task.
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